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Part I: The Rewrite of Biology

Noor Shaker

Health & Medicine

For most of human history, medicine has been an exercise in observation and
compensation. Physicians identified disease, described its progression, and
offered treatments that alleviated symptoms or slowed decline. When organs
failed, we managed the consequences. When infections spread, we hoped the
body's defenses would prevail. When neural circuits broke, we helped patients
adapt to permanent loss. Medicine was fundamentally reactive—responding to
biological failure after it occurred, working within the constraints nature imposed.

That era is ending.

Between 2020 and 2025, a convergence of molecular biology, computational
power, and engineering precision has enabled something unprecedented: the
ability to read, edit, and rewrite the fundamental code of human biology. We are
no longer passive observers of disease processes. We are active engineers,
designing interventions at the cellular and molecular level that restore function,
prevent infection, and reverse damage once considered irreversible.

The five chapters that follow document this transformation across different
domains of medicine. Each represents a distinct scientific challenge. Each
required decades of foundational research. But together, they reveal a unified
shift in what medicine can accomplish.

In virology, we've moved from managing infection with daily medications to
preventing transmission entirely. In pathology, artificial intelligence trained on
millions of digitized tissue samples now detects cancers that human pathologists
miss. In regenerative medicine, pluripotent stem cells—guided through carefully
choreographed developmental pathways by precisely timed molecular
signals—become replacement organs. In neurotechnology, brain-computer
interfaces bypass severed connections entirely. In infectious disease, artificial
intelligence trained on molecular structures and antibacterial properties
generates novel antibiotic candidates from chemical space humans never
systematically explored.
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These advances share common characteristics. They rest on decades of
fundamental research—basic scientists mapping cellular pathways, engineers
developing manufacturing processes, computational researchers building
algorithms—that suddenly converged into clinical reality. They represent
precision rather than approximation: molecular interventions targeted to specific
cells, specific circuits, specific pathogens. They restore function rather than
merely compensating for its loss. And they demonstrate that biological systems
once considered fixed—the differentiation state of cells, the fate of severed
neural pathways, the structure of viral capsids, the evolutionary arms race with
bacteria—can be deliberately modified through engineered interventions.

What follows is the story of how medicine crossed a threshold—from observing
and managing disease to engineering and preventing it. The transformation is still
young. Manufacturing costs remain high. Long-term safety data is accumulating.
Regulatory frameworks are adapting. Economic models are evolving. But the
fundamental proof of concept is established across multiple domains. The
hardware and software of human biology can be deliberately modified to restore
health, prevent disease, and reverse damage.

The five chapters of Part | document this transition. Each chapter stands alone as
a complete narrative. Together, they reveal the scope of what has become
possible in just a few years when decades of basic research converge with
enabling technologies—artificial intelligence, automated manufacturing,
advanced biomaterials, gene delivery systems, neural recording arrays.



The Great Rewrite: Biology, Intelligence, and Energy in the 2020s

Chapter 1: The Shield
Ending the AIDS Epidemic

Noor Shaker

The Standing Ovation

On July 24, 2024, something shifted in a conference hall in Munich. Dr.
Linda-Gail Bekker from the Desmond Tutu HIV Centre in Cape Town stood at the
podium of the AIDS 2024 conference. She had spent decades fighting a virus
that orphaned millions in her home country. She had presented hope before, but
never victory.

When she revealed the final slide—zero HIV infections among 2,134 women who
received twice-yearly lenacapavir injections—thousands rose to their feet. The
applause lasted nearly a minute.

Chris Beyrer, who runs the Duke Global Health Institute, put it simply: imagine
having a vaccine that's 100% effective in cisgender women, with a booster
needed every six months.

This was the moment the world realized the AIDS epidemic, as a crisis of
unstoppable transmission, could finally end. We just had to deliver the solution.

But to understand how we arrived at this moment—to appreciate the elegance of
the science and the improbability of the journey—we need to understand what
makes HIV so devastatingly effective, and why stopping it required attacking a
part of the virus that most drug developers had considered impossible to target.

The Invisible Burden

In medicine, pills are usually preferred—portable, easy to take anywhere, simple
to manufacture and distribute. Not in townships across South Africa. Consider
Thandi (not her real name), a 19-year-old from the South African trial.

She lives where HIV rates exceed 20%. For years, her only defense was a daily
pill that prevents HIV infection when taken consistently. But in her world, that pill
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bottle means danger. If family finds it, they assume promiscuity. If a partner
discovers it, he might assume infection and become violent. When she can't
afford taxi fare to the clinic—which happens often—she misses refills. And when
she misses doses, the protection vanishes.

The statistics are staggering. Weekly, 4,000 adolescent girls and young women
contracted HIV in 2023, mostly in sub-Saharan Africa. They weren't getting
infected because the science failed. They got infected because daily adherence
under poverty, chaos, and stigma proved impossible.

The existing prevention method—Truvada, a two-drug combination of tenofovir
and emtricitabine—works brilliantly when taken daily. Clinical trials showed
efficacy rates above 90%. But those trials measured what's possible under ideal
conditions, with motivated participants receiving regular reminders, free
transportation to clinics, and intensive counseling. Real-world adherence,
especially among young women facing the challenges Thandi faced, told a
different story.

The new drug erased that burden. Not a pill to hide under a mattress. Not a daily
decision. A shot, twice a year. Two clinic visits annually instead of 365 pills. That
difference—between daily and biannual—would prove to be the difference
between an epidemic that continues and one that can finally be stopped.

The Virus

To understand the new drug’s revolutionary mechanism, you need to understand
HIV's peculiar structure—and why that structure seemed impossible to attack.

HIV is a retrovirus, meaning it carries its genetic information as RNA rather than
DNA. When it infects a cell, it uses an enzyme called reverse transcriptase to
convert its RNA into DNA, which then integrates into the host cell's genome—a
permanent hijacking of the cellular machinery.

But before any of that can happen, the virus must protect its genetic cargo during
the journey from one cell to another. That's where the capsid comes in.

The HIV capsid is a cone-shaped protein shell, roughly 120 nanometers long and
60 nanometers wide—about 1/800th the width of a human hair. This isn't just
protective packaging. It's one of the most precisely engineered structures in
virology, assembled from approximately 1,500 copies of a single protein called
CA (capsid protein), arranged in a lattice of hexamers and exactly twelve
pentamers.

Think of it like a geodesic dome, where hundreds of identical building blocks fit
together in a specific geometric pattern to create a stable structure. But unlike a
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static building, the HIV capsid must be dynamically unstable—strong enough to
protect the viral genome during transport, yet capable of disassembling at
precisely the right moment to release that genome for replication.

For decades, virologists understood the capsid was important. What they didn't
understand was just how central it was to nearly every stage of HIV's life cycle.

Twenty-Five Years in the Making: The Academic
Foundation

Lenacapavir's story began not with clinical ambition, but curiosity. In the early
1990s, Dr. Wesley Sundquist joined the University of Utah's Department of
Biochemistry. He and colleague Dr. Chris Hill became fascinated by HIV's
unusual cone-shaped structure.

Most viruses have relatively simple geometries—spheres, rods, icosahedrons.
HIV's fullerene cone, with its mix of hexamers and pentamers, was geometrically
peculiar. Why that specific shape? How did approximately 1,500 protein copies
assemble themselves with such precision? And what purpose did this elaborate
structure serve beyond simple protection?

For over two decades, funded primarily by the National Institutes of Health,
Sundquist's lab mapped the three-dimensional architecture of this capsid with
atomic precision. They used X-ray crystallography to determine how individual
capsid proteins folded. They used cryo-electron microscopy to visualize how
these proteins assembled into the larger structure. They identified the specific
amino acid residues where proteins touched each other, the subtle molecular
interactions that held the entire assembly together.

This was basic science at its most fundamental—driven by curiosity about
biological architecture, with no immediate therapeutic application in sight.

Working with collaborators including Dr. Owen Pornillos at the University of
Virginia and Dr. Barbie Ganser-Pornillos, Sundquist's group made a critical
discovery: the capsid wasn't just protective armor. It was essential for nearly
every stage of HIV's life cycle.

The capsid had to remain intact during transport through the cell's cytoplasm,
protecting the viral RNA from detection by the cell's antiviral defenses. It had to
dock with proteins on the nuclear pore—the gateway into the nucleus—to deliver
its genetic payload. Only then, after successful nuclear entry, could the capsid
disassemble and release its contents.
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The timing was critical. Disassemble too early, and the viral RNA gets detected
and destroyed by cellular defenses. Disassemble too late, and the RNA never
reaches the nucleus.

Sundquist published dozens of papers over two decades, each adding pieces to
the puzzle. He identified critical amino acids in the capsid protein. He mapped
interaction interfaces. He discovered how cellular proteins recognized and bound
to the capsid surface. He wasn't trying to develop a drug. He was trying to
understand how HIV worked at a molecular level. But that basic
understanding—that comprehensive map of capsid structure and
function—would prove essential when pharmaceutical companies finally
attempted to target this structure.

The Unconventional Target

In 2009, researchers at Gilead Sciences began exploring an unconventional
question: Could you design a drug that interferes with capsid assembly or
stability?

The pharmaceutical industry had largely ignored the capsid as a drug target. The
conventional wisdom held that capsid inhibitors would be nearly impossible to
develop for several reasons. First, the capsid is a large, multi-protein assembly
without any obvious binding pockets—no deep crevices where a small molecule
drug could wedge itself and disrupt function, unlike enzymes with well-defined
active sites. Second, the capsid structure is highly dynamic. Different capsid
proteins can tolerate considerable sequence variation without losing function,
suggesting that the virus could easily mutate around any drug that targeted it.
Third, any compound that disrupted capsid assembly would need to distinguish
between viral capsid proteins and thousands of structurally similar human
proteins—a daunting specificity challenge.

Despite these concerns, Gilead's research team, led by medicinal chemists
including Dr. Tomas Cihlar and virologist Dr. Kirsten White, pursued the target.
They built on the structural biology work from Sundquist and others, using that
atomic-level understanding to guide drug design.

The breakthrough came from focusing on a specific region: the interface between
capsid protein subunits. Sundquist's work had identified that CA proteins
assemble through several distinct interaction surfaces. One particularly important
interface occurred at the junction where hexamers meet. Gilead's chemists
designed molecules that could wedge into this interface—essentially acting as
molecular glue that prevented proper assembly while simultaneously making
existing assemblies too rigid to disassemble when needed.
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The lead compound, initially designated GS-6207 and later named lenacapavir,
bound with extraordinary specificity to a pocket at the CA hexamer-hexamer
interface. When present, the drug caused two distinct catastrophic failures in the
viral life cycle. First, during viral assembly in newly infected cells, lenacapavir
prevented proper capsid formation. New viral particles assembled with
malformed, non-functional capsids—defective viruses incapable of infecting the
next cell. Second, during viral entry into new cells, lenacapavir caused premature
and uncontrolled capsid disassembly. The protective shell shattered before the
virus could deliver its genetic material to the nucleus. The viral RNA, exposed in
the cell's cytoplasm, was immediately recognized and destroyed by antiviral
defenses.

The mechanism was elegant: the virus cannot replicate if the conical capsid
becomes unstable. Lenacapavir bonds to the capsid and breaks it—like cracking
glass to spill its contents. It makes the structure too rigid to function during viral
transport but also causes premature shattering. The virus cannot uncoat properly.
It cannot replicate. Dead on arrival.

But binding to the capsid accomplished something else, something that would
prove equally important: the drug remained stable in the bloodstream for
extraordinary lengths of time.

The Long-Acting Revolution

Most antiviral drugs have half-lives measured in hours. Take a dose of Truvada,
and half of it is eliminated from your body within 17 hours. To maintain protective
levels, you need daily dosing.

Lenacapavir is different. Its chemical structure—including a unique charged tail
that interacts with serum proteins—keeps it circulating in the bloodstream. When
formulated as a subcutaneous injection, the drug forms a depot under the skin,
slowly releasing into circulation over weeks and months.

The result: a half-life of approximately 12 weeks. One injection provides
protective drug levels for six months.

This wasn't just convenient. It was transformative. The difference between daily
and biannual dosing isn't merely one of convenience—it's the difference between
a prevention strategy that requires 365 acts of adherence per year and one that
requires two.

Gilead's medicinal chemists had initially optimized the compound for antiviral
potency—its ability to inhibit viral replication. The long-acting properties emerged
somewhat serendipitously from the chemical modifications that improved potency
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and selectivity. But once recognized, these properties redirected the entire
development strategy.

From Treatment to Prevention

Lenacapavir entered clinical trials in 2019, initially as a treatment for people
already living with HIV who had developed resistance to other drugs—a last-line
therapy for patients with multi-drug-resistant virus.

The Phase 2/3 CAPELLA ftrial enrolled 72 heavily treatment-experienced adults
whose HIV had developed resistance to multiple drug classes. These were
patients for whom conventional therapy had failed, who had exhausted most
treatment options.

Results presented in early 2022 were striking. At week 26, 81% of participants
achieved viral suppression—undetectable virus levels—despite having resistant
virus and limited remaining treatment options. Lenacapavir's novel mechanism of
action meant it remained effective even against virus that had mutated to resist
every other drug class.

In December 2022, the FDA approved lenacapavir for treatment of
multi-drug-resistant HIV under the brand name Sunlenca. For patients with few
remaining options, it was a lifeline.

But even as those trials progressed, Gilead was exploring a different application:
Could a drug this potent and this long-acting prevent infection entirely?

The logic was compelling. If lenacapavir could suppress virus in people already
infected, maintaining undetectable viral levels even in heavily
treatment-experienced patients, then protective drug levels in an uninfected
person should create an impenetrable barrier to new infection.

"Make Sure People Like Me Have a Chance"

Science alone wouldn't end the epidemic. Translating laboratory breakthroughs
into real-world impact required understanding the social, economic, and cultural
context in which prevention occurs.

In 2019, at a stakeholder meeting in Kigali, Rwanda, Gilead convened community
advocates, public health officials, and researchers to design the PURPOSE frials.
Dr. Moupali Das, leading lenacapavir's prevention studies, listened as
participants challenged conventional approaches.
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Previous HIV prevention trials had often excluded pregnant women and
adolescents because of regulatory caution and concerns about unknown risks.
This meant that even when prevention methods proved effective, they couldn't be
immediately used by the populations at highest risk. Approval in adult
non-pregnant populations would be followed by years of additional studies before
expanding to adolescents and pregnant women.

Yvette Raphael, a Ugandan HIV prevention advocate living with HIV for 19 years,
chaired the PURPOSE 1 Advisory Board. She insisted the trial include young
women and pregnant women from day one—not years later as an
afterthought—so when approved, they could immediately benefit.

"We cannot afford to wait another decade for prevention options to reach the
people who need them most," Raphael argued. "Every delay means thousands
more infections among young women. We need to design trials that, when they
succeed, deliver solutions for everyone, not just the easiest regulatory cases."

Das made a controversial decision: PURPOSE 1 would include pregnant women
and adolescent girls from the start. It required additional safety monitoring, more
complex regulatory protocols, and acceptance of higher uncertainty. But it meant
that if the trial succeeded, approval could immediately extend to the populations
at highest risk.

PURPOSE 1: Africa

The trial enrolled 5,338 cisgender women and adolescent girls aged 16-25
across 25 sites in South Africa and Uganda. All participants received
comprehensive HIV prevention services: counseling, regular testing, condoms,
and support for adherence. The trial was designed to run through 2025. But in
June 2024, the independent data and safety monitoring committee—an external
group of experts who periodically review trial data to ensure participant safety
and evaluate whether trials should continue—recommended stopping the trial
early.

This wasn't because of safety concerns. It was because the efficacy was so
overwhelming that continuing to randomize participants to daily pills, when the
injectable showed vastly superior protection, would be ethically unjustifiable.

The results announced in Munich were unambiguous: 100% efficacy for
lenacapavir—a level of protection never before achieved in a real-world HIV
prevention trial.

But the full story emerged from the adherence data. Drug level
measurements—blood tests that detect the presence of medication—revealed
most participants in pill groups took their medication three or fewer times weekly
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instead of daily. When people did take their pills regularly, they worked well. But
sustained daily adherence, in the face of real-world challenges, proved difficult.

This wasn't patient failure. It reflected real-world challenges for young women
facing stigma, unstable housing, partner interference, transportation barriers, and
the simple difficulty of remembering pills when prevention feels abstract. You take
pills when you're sick; when you feel healthy, daily medication for an infection that
hasn't happened yet competes with dozens of more immediate concerns.

Lenacapavir eliminated those barriers. Two clinic visits per year. No daily
decisions. No pills to hide. Just sustained, invisible protection.

PURPOSE 2: Global Expansion

PURPOSE 2 expanded the investigation to 3,267 participants across 88 sites in
the United States, Brazil, Peru, Argentina, Mexico, Thailand, and South Africa.
This trial enrolled cisgender men, transgender individuals, and gender non-binary
people.

The trial compared twice-yearly lenacapavir against daily Truvada. Results
announced in November 2024 showed similarly extraordinary protection: only two
infections among 2,179 receiving lenacapavir, compared to nine among 1,088 on
daily Truvada.

That translates to 99.9% efficacy—not quite the perfect zero infections of
PURPOSE 1, but still representing near-complete protection. The two infections
in the lenacapavir group occurred in participants who had not yet received their
full initial dosing regimen or who had very recent exposures before protection
could fully establish.

Together, PURPOSE 1 and PURPOSE 2 enrolled over 8,600 people across
diverse global populations and demonstrated that lenacapavir provides superior
protection compared to daily oral PrEP—not because it's a better drug molecule,
but because it removes adherence as a variable.

Regulatory Approval

In June 2025, the FDA approved lenacapavir for HIV prevention in the United
States under the brand name Yeztugo. The approval came with remarkable
speed—Iess than a year after PURPOSE 2 results were announced—reflecting
the overwhelming evidence and urgent public health need.

The European Medicines Agency and other regulatory authorities launched
accelerated review processes. By December 2025, lenacapavir had received
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regulatory approval in multiple countries across North America, Europe, and
parts of Latin America, with submissions pending in dozens more.

But regulatory approval in wealthy countries, while important, wouldn't end the
global epidemic. Most new HIV infections occur in low- and middle-income
countries, particularly in sub-Saharan Africa. The drug would need to be
accessible and affordable where the epidemic hits hardest.

Forty Dollars and Political Will

Efficacy doesn't end pandemics. Access does. And access means both
availability and affordability.

When lenacapavir was approved for treatment in the United States in 2022, the
list price was approximately $42,250 per patient per year—a price reflective of
the drug's use as a last-resort therapy for heavily treatment-experienced patients
but utterly incompatible with prevention use in resource-limited settings.

Gilead faced a choice that would define the drug's legacy. They could maintain
exclusive manufacturing and high prices, maximizing profit but ensuring the drug
would never reach the populations who needed it most. Or they could take a
different path.

In October 2024, Gilead announced voluntary licensing agreements with six
generic manufacturers to produce lenacapavir for 120 resource-limited countries.
Gilead transferred the complete manufacturing technology, including synthetic
chemistry protocols, formulation specifications, and quality control methods. They
provided technical support to ensure generic versions would be bioequivalent to
the branded product. And critically, they waived royalties in the world's poorest
countries. Technology transfer was completed within three months by December
2024—a remarkably fast timeline that reflected commitment to rapid scale-up.

In September 2025, partnerships led by the Clinton Health Access Initiative,
Unitaid, and the Bill & Melinda Gates Foundation secured agreements enabling
generic production at approximately $40 per patient annually in these 120 low-
and middle-income countries. .

At $40 annually, lenacapavir becomes cost-competitive with daily oral programs.
From a health systems perspective, an intervention that costs slightly more per
person but achieves dramatically better real-world protection represents
extraordinary value.

The Mathematical End of the Epidemic

10
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Mathematical models by researchers at the World Health Organization and
Imperial College London project that if lenacapavir reaches 30% of high-risk
populations in sub-Saharan Africa within five years, new infections could decline
by 50% from current levels.

At 50% coverage—still far below universal coverage—models project we
approach effective elimination: new infections would fall to levels where the
epidemic no longer sustains itself.

These aren't hypothetical projections. They're based on real-world transmission
dynamics, actual drug efficacy data, and epidemiological models calibrated
against decades of HIV surveillance. The models account for imperfect coverage,
delayed rollout, and continued sexual behavior patterns.

The key insight: HIV prevention doesn't require reaching everyone. It requires
reaching enough people that chains of transmission break. When half of potential
new infections are prevented, the basic reproduction number—the average
number of people one infected person will infect—drops below one. The
epidemic begins to collapse under its own weight.

We've never had a prevention tool powerful enough to make this realistic. We've
had behavior change campaigns, condoms, male circumcision, and daily
pills—all important, all helpful, but none with sufficient real-world uptake to bend
the epidemic curve this dramatically.

More Than a Scientific Triumph

As of December 2025, lenacapavir has received regulatory approval in multiple
countries, with submissions pending in dozens more. The World Health
Organization added it to its Essential Medicines List—the global standard for
drugs that should be available in all functional health systems. Manufacturing is
scaling rapidly across multiple continents.

The story of lenacapavir is about more than elegant chemistry or structural
biology. It's about the sometimes meandering path from basic science to clinical
application, about how curiosity-driven research without immediate therapeutic
aims can, decades later, enable revolutionary treatments.

Wesley Sundquist wasn't trying to develop a drug when he started mapping
capsid structure in the 1990s. He was trying to understand how HIV works at a
molecular level—basic science motivated by curiosity. The National Institutes of
Health funded that work for over twenty years, long before anyone knew whether
targeting the capsid was viable or whether the structural insights would prove
useful. That patient investment in basic science created the knowledge
foundation that made lenacapavir possible. When Gilead's chemists attempted to

11
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design capsid inhibitors in 2009, they relied on Sundquist's atomic-resolution
structures to guide their design. They knew where capsid proteins touched each
other, which amino acids were critical for assembly, how the structure balanced
stability and instability.

The story is also about the importance of community engagement in clinical
research. The PURPOSE trials didn't just measure whether lenacapavir
works—they were designed from the beginning, with community input, to answer
questions that mattered to the populations most affected by HIV. Including
adolescent girls and pregnant women from day one wasn't the easy regulatory
path, but it was the right one.

And the story is about the critical importance of access strategies that
accompany scientific breakthroughs. Lenacapavir could have remained a
boutique treatment for wealthy patients in high-income countries, delivering
substantial profits to shareholders while the global epidemic continued unabated.
The voluntary licensing agreements and rapid technology transfer weren't
inevitable—they represented deliberate choices by Gilead's leadership, pressure
from activists and public health advocates, and recognition that market exclusivity
in wealthy countries while millions continue to die is morally indefensible.

The Shield Is Built

We now possess a prevention tool that approaches the theoretical ideal: a single
intervention, delivered twice yearly, providing near-complete protection against
HIV infection. The science works. The manufacturing is scalable. The pricing has
been established to enable global access. Regulatory approvals are expanding.

Implementation will take time. Reaching 50% coverage of high-risk populations
across sub-Saharan Africa won't happen overnight. Health systems will need
strengthening. Communities will need education. Funding will need to be
sustained through years of scale-up.

But the fundamental scientific and economic barriers have been overcome. What
remains are execution challenges—difficult challenges, but solvable ones.

In 1981, when the first cases of what would become known as AIDS were
identified, doctors watched young men die of mysterious infections without
understanding what was killing them or how to stop it. Within a decade, we
identified the virus and developed the first treatments. Within two decades, we
developed combination therapies that could control the infection. Within three
decades, we developed prevention strategies that could reduce transmission.

Now, forty-four years later, we have a tool that can end the epidemic. The shield
is built. Now we must ensure everyone can stand behind it.

12
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Chapter 2: The Digital Pathologist

Artificial Intelligence in Cancer Diagnosis

Noor Shaker

The Thirteen Percent Problem

Pathology is the foundation of cancer diagnosis. When a physician suspects
cancer, they order a biopsy. A small piece of tissue is removed, processed,
sectioned into thin slices, mounted on glass slides, stained with dyes, and
examined under a microscope by a pathologist who looks for cellular
abnormalities that indicate malignancy.

This workflow has remained essentially unchanged since the late 19th century.
And it has a problem.

Studies examining consecutive prostate biopsies initially diagnosed as benign
have found that expert pathologists, upon systematic re-review, identify
previously missed cancers in approximately 13 percent of cases. Not in a
research cohort of particularly difficult specimens, but in routine clinical material.
Thirteen percent of negative diagnoses were false negatives—cancers that went
undetected.

This isn't a story about incompetent pathologists. It's about human limitations
facing an impossible task. A typical prostate biopsy consists of 8-12 needle
cores. Each core, when sectioned and mounted, creates tissue areas containing
millions of cells. A pathologist must screen all of it, looking for malignant cells that
might constitute less than 0.1 percent of the tissue. Small tumor foci, tucked in
corners of biopsy cores, measuring barely two millimeters across, can be
extraordinarily difficult to detect amid vast expanses of normal tissue.

Human experience attention drift during repetitive visual tasks. We're affected by
fatigue and time pressure. And we're increasingly overwhelmed by volume.

Hundreds of thousands of men undergo prostate biopsies annually in the United
States alone. Thirteen percent represents tens of thousands of missed diagnoses
every year—cancers that go undetected, patients who don't receive timely
treatment, lives unnecessarily shortened.

By 2025, artificial intelligence systems designed to assist pathologists in cancer
detection had achieved something remarkable: they could systematically identify

14
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many of these missed cancers, providing a third eye that never fatigued and
never lost focus.

The era of Al-augmented pathology had arrived.

The Glass Slide's 150-Year Reign

In 1858, German pathologist Rudolf Virchow published Cellular Pathology,
establishing that disease originates in abnormal cells. His insight required a
critical tool: the microscope. But tissue is three-dimensional and opaque. To
examine cellular architecture under a microscope, you must convert tissue into
something thin enough for light to pass through.

The solution emerged through the work of multiple scientists over decades in the
late 19th century. Tissues would be fixed (preserved) in chemicals like formalin,
embedded in paraffin wax for structural support, sectioned into slices four to five
micrometers thick using a microtome (essentially a very precise deli slicer),
mounted on glass slides, and stained with dyes that highlight different cellular
structures. The most common stain—hematoxylin and eosin, or H&E—colors
nuclei blue-purple and cytoplasm pink.

This workflow, established by the 1880s, became the gold standard for pathology.
By 1900, hospitals routinely used microscopic examination of biopsied tissue to
diagnose cancer, infections, and inflammatory diseases. The technology Rudolf
Virchow used was essentially identical to what pathologists used in 2020.

For more than a century, this was sufficient. Pathologists developed extraordinary
visual expertise through years of training. They learned to recognize thousands
of diagnostic patterns—the disrupted architecture of cancer, the inflammatory
infiltrates of autoimmune disease, the viral inclusions of infection.

But the human visual system has limitations. And by the early 21st century,
pathologists were drowning.

The global demand for pathology services has been rising at 7-10 percent
annually, driven by aging populations, increasing cancer screening, and the
growth of precision medicine requiring complex tissue analyses. Meanwhile, the
supply of pathologists hasn't kept pace. The United States faces a projected
shortage of 2,400 pathologists by 2030. Many countries face even more severe
deficits.

Pathologists in 2024 were examining case volumes that had doubled compared
to two decades earlier. Turnaround time pressure was intense—hospitals and
clinics expected results within 24-48 hours. And the diagnostic task had become
vastly more complex. In 1990, a pathologist might have simply diagnosed "breast
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cancer." By 2020, that same case required determining the cancer's subtype,
grading its aggressiveness, measuring proliferation markers, testing for hormone
receptors, assessing HER2 status, and evaluating lymphovascular invasion.

The Digital Revolution: Scanning Reality

Real progress toward digitizing pathology began in the 1990s with the
development of whole slide imaging scanners. These instruments automated the
process of photographing an entire glass slide at high resolution. A slide would
be placed on a motorized stage, and a high-quality digital camera connected to a
microscope objective would photograph the tissue in a grid pattern—hundreds or
thousands of individual image tiles. Software would then stitch these tiles
together into a gigapixel digital image that could be viewed on a computer
screen, zooming in and out like Google Maps but for tissue.

The technical challenges were substantial. A typical pathology slide, when
scanned at 40x magnification (the resolution needed to see cellular detail),
generates an image file of 1-3 gigabytes. The scanners needed to be fast,
reliable, and capable of reproducing colors accurately—pathologists rely on
subtle color variations to distinguish normal from abnormal tissue.

By the 2010s, companies like Philips, Leica and Hamamatsu had developed
commercial whole slide scanners capable of digitizing slides with quality
approaching optical microscopy. But adoption was slow. Pathologists were
skeptical. Would digital images be as good as looking through a microscope?
What about the massive data storage requirements? And critically, regulatory
agencies like the FDA needed to validate that digital pathology was safe and
effective for primary diagnosis—making clinical decisions directly from digital
images rather than glass slides.

The regulatory breakthrough came in 2017 when the FDA cleared Philips
IntelliSite Pathology Solution for primary diagnosis. This was the first whole slide
imaging system authorized for clinical use in the United States, meaning
pathologists could legally render diagnoses from digital images rather than glass
slides. Other manufacturers quickly followed with FDA-cleared systems and by
2020, digital pathology had entered mainstream practice at major academic
medical centers. By 2023, community hospitals were beginning to adopt the
technology.

The digitization of pathology created something revolutionary: data that machines
could analyze.

Teaching Machines to See Cancer
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In 2017, the same year the FDA cleared digital pathology for clinical use, a team
of researchers published a paper in JAMA demonstrating that deep learning
algorithms could detect metastatic breast cancer in lymph nodes with accuracy
approaching human pathologists’.

The study used convolutional neural networks—a type of Al architecture inspired
by the visual cortex—trained on thousands of annotated digital pathology images.
The algorithm learned to recognize patterns associated with cancer: irregular
nuclear shapes, disrupted tissue architecture, high nuclear-to-cytoplasmic ratios.
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This sparked an explosion of research. Between 2018 and 2025, hundreds of
papers demonstrated Al's potential to detect cancer across virtually every organ
system. Algorithms were developed for prostate cancer, breast cancer, lung
cancer, colon cancer, skin cancer, brain tumors, and dozens of other conditions.

But there was a critical gap between research and reality. Most of these Al
systems were academic proof-of-concept studies tested on curated research
datasets. They lacked regulatory approval. And they hadn't been validated
across the messy variability of real-world pathology—different tissue processing
protocols, different scanners, different staining batches, different patient
populations.

Converting promising research into deployable clinical tools required companies
willing to navigate regulatory pathways, build scalable infrastructure, establish
quality control systems, and prove clinical utility in rigorous validation studies.

Several companies emerged to tackle this challenge. Paige, founded in 2017,
secured exclusive access to Memorial Sloan Kettering's archive of 25 million
digitized pathology slides—one of the world's largest pathology datasets. PathAl,
founded in 2016, focused on building Al tools to assist with complex diagnostic
tasks like tumor grading and biomarker quantificaiton. Artera, which developed
Al-based tests to predict cancer outcomes and treatment response, focused on
using image analysis to generate prognostic biomarkers. SpatialX, founded to
build predictive and prognostic models for gastrointestinal tumors.

The race was on to bring Al pathology from research to clinic.

September 2021: The First FDA Approval

Paige's first target was prostate cancer. Prostate biopsies are among the most
common pathology procedures—over a million performed annually in the United
States. And they're challenging. Prostatic adenocarcinoma can be subtle,
particularly in its early stages. Small tumor foci can be easily overlooked among
the crowded glands of normal prostate tissue. Studies had shown that false
negative rates—missing cancer that's actually present—ranged from 10-20
percent in routine clinical practice.

Paige developed Paige Prostate, an Al system designed to assist pathologists in
detecting prostate cancer on H&E-stained biopsy slides. The algorithm was
trained on tens of thousands of prostate biopsy images from Memorial Sloan
Kettering's archives, each annotated by expert pathologists to indicate regions of
cancer, normal tissue, and diagnostically challenging borderline lesions.

The Al's task was twofold: first, flag cases likely to contain cancer, allowing
pathologists to prioritize review; second, generate heatmaps highlighting
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suspicious regions within flagged cases, drawing pathologists' attention to areas
they might otherwise miss.

In September 2021, the FDA granted Paige Prostate the first-ever marketing
authorization for an Al application in pathology, via the De Novo pathway—a
regulatory route for novel medical devices with low to moderate risk. The
authorization was based on a clinical study involving 16 pathologists who
examined 527 prostate biopsy slide images—both with and without Al
assistance.

The results were striking. When pathologists used the Al assistant, their
sensitivity for detecting cancer improved by 7.3 percent. The Al flagged
suspicious findings that pathologists had initially missed, prompting second looks
that led to cancer diagnoses in cases that would otherwise have been signed out
as benign.

The Spatial Revolution: Location, Location, Location

While companies like Paige were teaching Al to detect cancer in traditional
H&E-stained slides, another revolution was quietly transforming oncology
research: spatial biology.

Traditional molecular biology has been aspatial. When researchers analyze gene
expression in a tumor, they typically homogenize the tissue—qgrinding it up and
extracting RNA from all the cells together. The result is an average expression
profile that tells you what genes are active in the tumor overall but loses
information about where those genes are expressed. You know the genes are
there, but you don't know if they're in the tumor cells, the immune cells infiltrating
the tumor, or the stromal cells forming the tumor microenvironment.

This matters profoundly in oncology. Cancer isn't a monolithic entity—it's an
ecosystem. A solid tumor contains cancer cells, but it also contains blood vessels
providing nutrients, fibroblasts secreting growth factors, immune cells that might
attack the tumor or support its growth, and regions of hypoxia or necrosis. The
spatial organization of this ecosystem determines how aggressive the tumor is,
how it will respond to therapy, and whether it will metastasize.

Pathologists had always known this intuitively—they could see the spatial
organization when examining slides under the microscope. But they couldn't
measure it quantitatively or analyze thousands of genes simultaneously while
preserving spatial context.

The technology to do this began emerging in the 2010s. The core innovation was
in situ sequencing—methods to detect RNA transcripts or proteins directly in
intact tissue sections, mapping their location to specific cells and tissue regions.
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Multiple companies developed commercial platforms. 10x Genomics, a company
founded in 2012, released Visium in 2019—a spatial transcriptomics platform that
could profile thousands of genes across a tissue section with spatial resolution of
55 micrometers (the size of a few cells). In 2022, they released Xenium, which
provided single-cell resolution and could detect hundreds to thousands of genes
using in situ hybridization.

NanoString Technologies developed GeoMx Digital Spatial Profiler, which used
antibody-based detection for high-plex protein and RNA analysis. They later
released CosMx, which used multiplexed single-molecule fluorescence imaging
to achieve single-cell spatial resolution.

By 2024, these platforms were moving from research tools toward clinical
applications. Researchers were using spatial transcriptomics to map the tumor
microenvironment in unprecedented detail—identifying which immune cells were
adjacent to tumor cells, measuring the expression of immune checkpoint
molecules in specific cellular neighborhoods, predicting which patients would
respond to immunotherapy based on the spatial architecture of immune
infiltrates.

A study published in Nature Communications in 2023 used spatial
transcriptomics to analyze oral squamous cell carcinoma and demonstrated that
distinct transcriptional architectures at the tumor core versus the leading edge
were conserved across different cancers, with the leading edge gene signature
associated with worse clinical outcomes?.

Research using imaging mass cytometry in melanoma showed that response to
immune checkpoint blockade therapy was positively correlated with a higher
frequency of proliferating antigen-experienced cytotoxic T cells in close proximity
to cancer cells. It wasn't just about having immune cells in the tumor—it was
about where those immune cells were located relative to tumor cells.

This was precision oncology moving beyond molecular classification to spatial
classification. It wasn't just about which genes were expressed—it was about
where they were expressed and how different cell types were organized in space.

The integration of spatial biology with Al-powered image analysis created a
powerful synergy. Al algorithms could analyze spatial transcriptomics data to
identify cellular neighborhoods, quantify cell-cell interactions, and discover spatial
signatures associated with treatment response or resistance. This was a new
kind of pathology—digital pathology augmented with molecular spatial data,
analyzed by artificial intelligence to extract insights invisible to human observers.

Now let me search for information about other Al predictive tests in
oncology:Here's the revised section incorporating Artera's FDA-cleared test:
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The Paradigm Shift: From Description to Prediction

For most of medical history, pathology has been descriptive and retrospective. A
clinician suspects disease, orders a biopsy, and sends the tissue to pathology for
diagnosis. The pathologist examines the specimen and returns a report
describing what they see—the tissue shows cancer, or it doesn't. The process is
binary and backward-looking.

Al-powered digital pathology, especially when integrated with spatial molecular
data, is enabling a fundamentally different paradigm: predictive pathology.

Consider a patient with early-stage breast cancer. Traditional pathology
determines: Yes, it's invasive ductal carcinoma, grade 2, estrogen receptor
positive, HER2 negative. This information guides treatment—the patient will
receive hormone therapy.

Al-augmented pathology can go further. By analyzing digital images of the tumor
along with clinical data, Al algorithms can predict with increasing accuracy which
patients will respond to specific therapies, which will develop resistance, which
will experience recurrence, and which treatments offer the greatest benefit.

This isn't speculation—it's becoming clinical reality. In August 2025, the FDA
granted de novo marketing authorization to ArteraAl Prostate, the first
Al-powered software authorized to prognosticate long-term outcomes in patients
with non-metastatic prostate cancer. The test analyzes digital pathology images
from a patient's prostate biopsy along with clinical data to predict 10-year risks of
distant metastasis and prostate cancer-specific mortality.

The tool was validated in phase 3 trials and outperformed standard models in
predicting distant metastasis, biochemical failure, and prostate cancer-specific
mortality. Critically, it can identify the 34% of patients who may benefit from
short-term hormone therapy, demonstrating which patients would benefit from
treatment intensification versus those who could safely avoid additional therapy
and its side effects.

This represents a new category of medical device: Al software that doesn't just
detect disease but predicts outcomes and treatment benefit by analyzing the
spatial and cellular features within tissue that are invisible or too subtle for human
observers to quantify consistently.

Studies published in 2024 demonstrated similar principles across other cancers.
Al analysis of tumor spatial architecture could predict immunotherapy response in
melanoma and lung cancer more accurately than traditional biomarkers alone.
The spatial relationships between tumor cells and immune cells—how close, how
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organized, which specific cell types—contained prognostic information invisible to
standard pathology.

This shift from descriptive diagnosis to predictive analysis represents a
reconceptualization of pathology's role. Pathologists aren't just identifying
disease—they're generating data that guides therapeutic decisions at every
stage of cancer care.

The technology is also democratizing access to expertise. A small community
hospital can deploy the same Al tools as Memorial Sloan Kettering Cancer
Center, bringing world-class prognostic capability to every patient, regardless of

geography.
The Challenges Ahead

Despite these breakthroughs, significant challenges remain before Al pathology
achieves its full potential. Most Al algorithms are trained predominantly on data
from major academic medical centers in the United States and Europe, raising
concerns about generalization across diverse global populations with different
disease presentations, tissue processing protocols, and scanner types.
Regulatory frameworks are still evolving—the FDA has created pathways for Al
medical devices, but questions remain about how to regulate continuously
learning algorithms and assign liability when Al assists in incorrect diagnoses.
Reimbursement policies are uncertain, with Medicare and private insurers still
deciding on how to reimburse Al tools. Integration with emerging technologies
like spatial transcriptomics, liquid biopsies, and radiological imaging offers
extraordinary potential for comprehensive cancer characterization but requires
solving massive data engineering and interoperability challenges.

The Future Converges

In 2025, we witnessed digital pathology, Al-powered diagnosis, and spatial
molecular analysis convergence into a unified vision of next-generation cancer
diagnostics.

Imagine a near-future workflow: A patient undergoes a tissue biopsy. The
specimen is processed, sectioned, and mounted on a specialized slide
compatible with both digital scanning and spatial transcriptomics. The slide is
scanned at diagnostic resolution, generating a digital image analyzed by Al
algorithms that detect cancer, grade its aggressiveness, and identify regions of
interest for molecular analysis.

The same slide then undergoes spatial transcriptomic analysis, profiling
thousands of genes while preserving cellular localization. Al algorithms integrate
the histologic image data and molecular spatial data, identifying cellular
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neighborhoods, quantifying immune infiltration, and predicting treatment
response.

Within 48 hours of biopsy, the patient's clinician receives a comprehensive report:
not just a diagnosis, but a spatial molecular map of the tumor ecosystem,
predictive biomarkers for multiple therapies, and a personalized risk assessment
based on integrating the patient's specific tumor characteristics with outcomes
data from thousands of similar cases.

This isn't science fiction. Every component of this workflow exists today. The
challenge is integration, validation, and scaling to routine clinical practice.

From Rudolf Virchow's glass slides and optical microscopes in the 1850s,
through the digitization of pathology in the 2010s, through the first FDA approvals
of Al prognostic in 2025, —each step has moved pathology from a craft practiced
by individual experts toward a data-driven science augmented by artificial
intelligence.

The glass slide endured for 150 years because it worked. But working well
enough is no longer sufficient. Cancer incidence is rising. Pathologist supply isn't
keeping pace. Diagnostic complexity is increasing. And patients deserve better
more personalised reports about their disease.
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Chapter 3: Rewiring the Circuit
Stem Cell Cures for Epilepsy and Diabetes

Noor Shaker

The First Patient

On June 29, 2021, Brian Shelton received an infusion at Massachusetts General
Hospital that would fundamentally alter the trajectory of his life—and potentially
the lives of millions living with Type 1 diabetes.

Diabetes had forced Shelton into early retirement. His blood sugar would
plummet without warning, and he'd lose consciousness. Several episodes
happened while driving. In the year before treatment, he experienced five severe,
potentially life-threatening hypoglycemic events.

Shelton became the first person to receive VX-880, an experimental stem cell
therapy developed by Vertex Pharmaceuticals. The therapy emerged from
decades of work by Dr. Doug Melton, a Harvard biologist whose own journey into
diabetes research began when his six-month-old son Sam became sick in 1991.
Initially misdiagnosed, Sam's condition worsened until a nurse recognized the
telltale signs of Type 1 diabetes. That middle-of-the-night realization—and his
wife's challenge that he find a cure—would redirect Melton's entire career.

Before treatment, Shelton needed 34 units of insulin daily. His body produced no
detectable insulin. Three months after receiving half the target dose, the results
were unprecedented. His fasting C-peptide—a protein released in equal amounts
with insulin, serving as a reliable marker of the body's own insulin
production—reached 280 pmol/L and rose to 560 pmol/L after meals. This was
proof his body was producing glucose-responsive insulin again. His HbA1c—a
measure of average blood glucose over the past three months—improved from
8.6% to 7.2%. For context, anything above 6.5% indicates diabetes, and values
above 8% signal poorly controlled blood sugar that dramatically increases the
risk of complications like blindness, kidney failure, and nerve damage. Shelton's
improvement meant his cells were finally receiving the glucose they needed. His
daily insulin dropped from 34 units to an average of three units.

Six months post-treatment, Shelton's body automatically controlled his insulin
and blood sugar. He called it a whole new life.
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By fall 2023, three patients in the trial, including Shelton, had achieved insulin
independence by day 180. Tragically, Shelton passed away later that year. His
obituary stated he was the first person with Type 1 diabetes to receive lab-grown
stem cells and become independent of insulin injections.

In January 2024, Vertex paused the VX-880 trial after two participant deaths,
including Shelton's. After a three-month review, an independent monitoring
committee determined the deaths were unrelated to the treatment, and
enroliment resumed.

At the American Diabetes Association conference in June 2025, Vertex
presented one-year data showing that 10 of 12 participants who received a full
dose of zimislecel (VX-880's commercial name) no longer needed daily insulin.
All required ongoing immunosuppressive therapy. Participants spent more than
90% of their time in target glucose range—a dramatic improvement.

November 6, 1998: The Master Key

To understand why Brian Shelton's cure was possible, we need to step back and
remember a fundamental principle from biology class: your body contains about
37 trillion cells, and they're not all the same. You have neurons that transmit
electrical signals, muscle cells that contract, beta cells in your pancreas that
produce insulin, and hundreds of other specialized types, each exquisitely
designed for a specific function.

Here's what makes this remarkable: all of these cells started from a single
fertilized egg. That one cell divided and divided, and somewhere along the way,
its descendants specialized—taking on distinct identities and jobs. A neuron can't
become a beta cell. A skin cell can't turn into a heart muscle cell. Once cells
differentiate, they stay differentiated. That's the conventional wisdom that
governed biology for most of the 20th century.

But if all your cells contain identical DNA—the same genetic instruction
manual—how do they end up so different? The answer lies in which genes are
turned on or off. A neuron and a beta cell have the same genes, but they're
reading different chapters of the instruction manual. Some cellular switches got
flipped during development, and they seemed permanent.

This posed a fundamental problem for regenerative medicine. If you had diabetes
because your beta cells were destroyed, you couldn't just ask your skin cells or
blood cells to become beta cells instead. The biological locks were set. You'd
have to go back to the beginning—back to embryonic stem cells, the only cells
that retain the ability to become anything.

That's precisely what made James Thomson's work so revolutionary.
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The path to Brian Shelton's cure began in a laboratory 5,000 miles from Boston,
in a modest facility affiliated with the University of Wisconsin-Madison. On
November 6, 1998, the journal Science published a paper by James Thomson
and his team titled "Embryonic Stem Cell Lines Derived from Human
Blastocysts."

Thomson had spent years working toward this moment. Born in Chicago in 1958,
he studied biophysics at the University of lllinois before pursuing both a doctorate
in veterinary medicine and a PhD in molecular biology at the University of
Pennsylvania. In 1991, he joined the Wisconsin Regional Primate Research
Center, where he successfully isolated embryonic stem cells from rhesus
monkeys in 1995—the first time this had been done in any species closely
related to humans.

The logical next step was to attempt the same with human embryos. But this
confronted Thomson with a moral dilemma. Extracting stem cells from an embryo
destroys it. After consulting with bioethicists at the university—physician Norman
Fost and law professor R. Alta Charo—Thomson concluded that using embryos
donated by couples undergoing in vitro fertilization, embryos that would otherwise
be destroyed, was ethically defensible.

His team isolated fourteen inner cell masses from human blastocysts and
successfully established five stable cell lines. These cells exhibited the defining
characteristics of pluripotency: they could divide indefinitely while maintaining
their undifferentiated state, and they could theoretically become any cell type in
the human body—neurons, heart muscle, liver, blood, or pancreatic beta cells.

This was the master key. If you could coax these pluripotent cells down specific
developmental pathways, you could grow replacement parts for any damaged
tissue. Lose your beta cells to diabetes? Grow new ones. Lose neurons to
Parkinson's? Grow new ones. The possibilities were extraordinary.

Thomson's discovery was immediately recognized as one of the most significant
scientific advances of the year. Science would later feature it in their "Scientific
Breakthrough of the Year" article for 1999. But the discovery also ignited a
political and ethical firestorm that would shape the field for the next decade.

The Political Freeze

The promise was extraordinary. But the controversy was immediate and intense.
In August 2001, President George W. Bush announced that federal funding for
human embryonic stem cell research would be restricted to the approximately 60
cell lines already in existence. No federal money could support the creation of
new lines, even from donated embryos. The debate became entangled with
abortion politics and questions about when human life begins.

26



The Great Rewrite: Biology, Intelligence, and Energy in the 2020s

For many scientists, the decision was devastating. European and Asian countries
were investing heavily in stem cell research. Many prominent American
researchers considered leaving for countries with more supportive policies.

Doug Melton faced this crisis from a unique position. He had personal stakes that
transcended scientific curiosity.

A Father's Quest

In 1991, Melton was a rising star in developmental biology at Harvard, studying
how genes guide a fertilized egg to divide and differentiate into the complex array
of tissues that form a living organism. He had been promoted to full professor in
1988 and was doing exciting work on early development in frogs.

Then his six-month-old son, Sam, became sick. Initially misdiagnosed, Sam's
condition worsened until a quick-thinking nurse checked his urine and recognized
the telltale signs: Type 1 diabetes.

Melton's wife, Gail O'Keefe, dropped out of graduate school to care for their
diabetic infant. Taking care of a baby with Type 1 diabetes is relentless: three
insulin injections daily, constant blood sugar monitoring, precisely timed meals,
middle-of-the-night glucose checks. It was exhausting and terrifying.

O'Keefe told her husband: "You are a scientist. We need to find a cure here."

Melton recalled: "I did what any parent does. | asked, 'What am | going to do
about this?"

In 1994, shortly after deciding to shift his research focus to diabetes, Melton
received a major boost: he was named a Howard Hughes Medical Institute
investigator, providing both prestige and, crucially, funding for someone entering
a new field.

Then, in August 2001—two months after Bush's stem cell policy
announcement—Melton's 14-year-old daughter Emma was also diagnosed with
Type 1 diabetes.

"Emma getting the disease just redoubled my efforts," Melton said. "It just
strengthened my commitment to focus my professional life on trying to find a cure
for this disease."

Harvard's Gamble

When federal funding evaporated, Harvard made an extraordinary decision. The
university helped Melton raise millions in private donations and constructed a
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new laboratory specifically for his stem cell work, ensuring it remained physically
and financially separated from federally funded research.

Using private funds, Melton created approximately 300 human embryonic stem
cell lines and distributed them to researchers worldwide—for free. At a time when
stem cell science was under political siege in America, Melton was ensuring that
scientists globally had the tools they needed.

2006: The Biological Time Machine

While political battles over embryonic stem cells raged in the United States—with
debates in Congress, protests outside research facilities, and scientists caught in
the crossfire between religious groups and patient advocacy organizations—a
breakthrough was emerging in Japan that would fundamentally reshape stem cell
biology.

Shinya Yamanaka, working at Kyoto University, asked a deceptively simple
question: Could you turn back the biological clock of an ordinary adult cell?

Conventional wisdom held that cellular differentiation was a one-way street. A
skin cell couldn't become a neuron. A muscle cell couldn't revert to an embryonic
state. Once a cell had specialized, its fate was sealed.

Yamanaka challenged this dogma. His hypothesis: the genes that kept embryonic
stem cells in their pluripotent state might be able to reprogram adult cells back to
that same state.

His team identified 24 candidate genes by examining which genes were highly
active in embryonic stem cells compared to differentiated cells. These weren't
random choices—they were transcription factors, master regulatory genes that
control the expression of hundreds of other genes. By analyzing gene expression
patterns, Yamanaka's group compiled a list of factors known to be important for
maintaining pluripotency in embryonic stem cells.

They introduced different combinations of these genes into adult mouse
fibroblasts—connective tissue cells that provide structural support, not muscle
cells—using retroviruses as delivery vehicles. Through painstaking trial and
error—testing, observing, refining—they systematically removed one factor at a
time from the pool of 24 to see if colonies still formed. They narrowed the list to
just four genes: Oct3/4, Sox2, Klif4, and c-Myc.

When these four genes—now known as the Yamanaka factors—were introduced
together into adult cells, something remarkable happened. The cells began to
transform. Their appearance changed. Their gene expression patterns shifted.
Within weeks, they had reverted to an embryonic-like pluripotent state.
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But this didn't happen overnight. The experiments took years of methodical work.
Yamanaka began the project in 2000, and it took until 2006 to identify the correct
combination and validate that the resulting cells were truly pluripotent—capable
of forming all cell types and integrating into developing embryos. The validation
alone required extensive testing: confirming gene expression patterns, verifying
the cells could form teratomas (tumors containing multiple tissue types), and
ultimately proving the cells could contribute to live mouse offspring.

Yamanaka published his mouse results in the journal Cell in August 2006. The
paper, "Induction of Pluripotent Stem Cells from Mouse Embryonic and Adult
Fibroblast Cultures by Defined Factors," was immediately recognized as
groundbreaking.

A year later, in November 2007, two groups—Yamanaka's team at Kyoto and
James Thomson's lab at Wisconsin—simultaneously published methods for
creating induced pluripotent stem cells (iPSCs) from human adult cells.
Yamanaka used the same four factors from his mouse work. Thomson used a
different combination: Oct4, Sox2, Nanog, and Lin28.

The implications were staggering. You could now create pluripotent stem cells
from a simple skin biopsy. No embryos required. The ethical controversy that had
paralyzed the field could potentially be bypassed.

In 2012, Yamanaka and John Gurdon (who had demonstrated in 1962 that
mature frog cells could be reprogrammed by transferring their nuclei into egg
cells) shared the Nobel Prize in Physiology or Medicine "for the discovery that
mature cells can be reprogrammed to become pluripotent.”

Yamanaka had named his iPSCs with a lowercase "i" in homage to the iPod and
other Apple products—a reminder that transformative technology can be elegant
and accessible.

Doug Melton's 15-Year Puzzle

With iPSC technology established and political restrictions eventually easing
(President Obama lifted most federal funding restrictions in 2009), Melton
focused on a deceptively simple question: How do you turn a stem cell into a
pancreatic beta cell?

The pancreas is a complex organ. Beta cells are just one specialized type among
many in the pancreatic islets of Langerhans. Understanding how nature makes
beta cells during fetal development required dedication and hard work.

Melton's work built directly on the foundation Yamanaka had established.
Yamanaka had shown that differentiated cells could be reprogrammed back to a
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pluripotent state by activating key transcription factors. The logical next step was
the reverse: taking pluripotent cells—whether embryonic stem cells or
Yamanaka's iPSCs—and guiding them forward through differentiation by
activating different sets of transcription factors and growth signals in the correct
sequence.

Where Yamanaka had rewound development, Melton needed to fast-forward
it—but only along one very specific pathway, replicating the journey an embryonic
cell takes to become a beta cell during fetal development.

Melton studied frogs, mice, and eventually human embryonic stem cells. His lab
identified the developmental stages: from pluripotent stem cell to definitive
endoderm (primitive gut tissue), then to posterior foregut, then pancreatic
progenitor cells, then endocrine precursors, and finally mature beta cells.

Each stage required specific molecular signals—growth factors, signaling
proteins, inhibitors—delivered in precise sequences and concentrations. It was
like learning a complex foreign language through trial and error, one word at a
time.

"l told my wife it would take five years," Melton admitted. "It took closer to 15."

The project benefited from generations of students and postdocs, each
contributing to different steps. None stayed for the full 15 years, but collectively
they built upon each other's work.

In October 2014, Melton's lab published the breakthrough in Cell. The paper,
"Generation of Functional Human Pancreatic 8 Cells In Vitro," demonstrated a
protocol that could turn human pluripotent stem cells into glucose-responsive
insulin-producing beta cells at pharmaceutical scale.

The method involved six stages over 35 days, requiring 15 different signaling
proteins delivered in precise sequences. A single 500-milliliter flask could
produce 200 million beta cells—theoretically enough to treat one patient.

The cells weren't just producing insulin—they were responding to glucose
challenges just like natural beta cells. When blood sugar rose, insulin secretion
increased. When blood sugar fell, secretion decreased. The cells had the
essential functional characteristics of mature beta cells.

Elaine Fuchs, a stem cell researcher at Rockefeller University, called it "one of
the most important advances to date in the stem cell field." Jose Oberholzer, who
directed the islet transplant program at the University of lllinois Chicago, said the
work "will leave a dent in the history of diabetes."
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Melton's son and daughter, now adults, were pleased but "surprisingly calm,"
Melton recalled. "l think like all kids, they always assumed that if | said I'd do this,
I'd doit."

From Lab to Company to Clinic

In 2014, shortly after publishing his breakthrough, Melton founded Semma
Therapeutics—the name combining his children's names, Sam and Emma. The
company's mission was to develop a commercial therapy based on his lab's
methods.

The remaining challenge was immunology. Type 1 diabetes is an autoimmune
disease—the body's immune system attacks and destroys beta cells. New
transplanted beta cells, even those derived from a patient's own cells, would face
the same attack. Additionally, cells derived from donor embryonic stem cells
would be recognized as foreign and rejected.

Melton collaborated with engineers at MIT, including Daniel Anderson, to develop
encapsulation devices—protective barriers that allow nutrients and insulin to pass
through but shield cells from immune attack.

In 2019, Vertex Pharmaceuticals acquired Semma for approximately $950
million. The acquisition brought Melton's technology into a major pharmaceutical
company with the resources to conduct large-scale clinical trials and navigate the
regulatory approval process.

The Manufacturing Revolution

While the scientific breakthroughs were essential, an equally important revolution
occurred in manufacturing.

In 2006, creating enough cells for one patient took months of manual labor.
Researchers cultured cells in flat plastic dishes, manually changing growth
media, splitting cultures when they became too dense, and carefully monitoring
each step.

By 2025, the process had been industrialized. Companies like Vertex and
Neurona use suspension bioreactors—massive stirred tanks where cells float
freely in nutrient-rich media. Computer systems monitor pH, oxygen levels,
glucose concentration, and dozens of other parameters in real time, making
automatic adjustments.

The cells grow in three dimensions rather than flat monolayers, dramatically
increasing yields. Quality control uses automated imaging systems powered by
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artificial intelligence. These systems scan billions of cells, identifying and
removing any that haven't differentiated properly or show signs of abnormality.

Advanced flow cytometry—a technique that analyzes individual cells as they
pass through laser beams—ensures that only fully mature, functional cells are
selected for patient treatment. Undifferentiated cells, which could theoretically
form tumors called teratomas, are identified and eliminated with precision that
would be impossible through manual inspection.

This manufacturing infrastructure transformed stem cell therapy from artisanal
science to industrial-scale medicine. Brian Shelton's infusion wasn't a
hand-crafted experimental treatment—it was a precisely manufactured
pharmaceutical product, created according to rigorous specifications and quality
standards.

Epilepsy: Replacing the Brain's Brake System

While Vertex worked on diabetes, another company was tackling one of
neurology's most challenging diseases.

Epilepsy affects about 50 million people worldwide. For roughly 30% of patients,
medications don't adequately control seizures. These patients live with constant
uncertainty—a seizure could strike at any moment, while driving, swimming,
cooking, or holding a child.

Traditional surgical treatment involves resection—physically removing the brain
tissue where seizures originate. It's effective for some patients but comes at a
cost: removing brain tissue often means losing some memory or cognitive
function.

Dr. Cory Nicholas, working at the University of California San Francisco,
envisioned a different approach. Instead of subtracting tissue, what if you could
add the specific cells that were missing or dysfunctional?

Epilepsy, particularly focal epilepsy, often involves an imbalance between
excitatory neurons (which activate other neurons) and inhibitory neurons (which
quiet neural activity). Think of it as an electrical system where the accelerator
works but the brakes have failed.

The critical inhibitory neurons are GABAergic interneurons—cells that release
GABA (gamma-aminobutyric acid), the brain's primary inhibitory neurotransmitter.
These cells act as peacekeepers, preventing runaway electrical activity.

Nicholas pioneered methods to derive GABAergic interneurons from pluripotent
stem cells. Building on the same principles that Melton used for beta
cells—identifying the developmental pathway and recreating it through carefully
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timed molecular signals—Nicholas's lab worked out the recipe for making
inhibitory neurons. The challenge was creating not just any neurons, but
specifically interneurons with the right properties. The protocol required carefully
timed exposure to specific growth factors and signaling molecules over several
weeks.

The scientific breakthrough came from years of research into how interneurons
develop naturally in the brain. During fetal development, these cells arise from
specific regions of the developing brain called the ganglionic eminences. By
exposing stem cells to the same developmental signals these regions
produce—proteins like Sonic hedgehog and fibroblast growth
factors—researchers could guide pluripotent cells down the same pathway,
generating interneurons in laboratory dishes.

In 2015, Nicholas co-founded Neurona Therapeutics to develop NRTX-1001—an
"off-the-shelf" therapy consisting of lab-grown interneurons that could be
transplanted directly into the seizure focus in patients' brains.

The therapy required only a one-time surgical procedure. Using stereotactic
guidance—essentially GPS for the brain—neurosurgeons inject the cell
suspension directly into the region where seizures originate. The cells then
integrate into existing neural circuits and begin functioning as natural brake cells.

The NRTX-1001 Trials

Early trials focused on patients with drug-resistant mesial temporal lobe
epilepsy—a specific form where seizures originate in the hippocampus, a brain
region crucial for memory.

The trials enrolled patients who had tried multiple medications without adequate
control and weren't good candidates for surgical resection. These were people
living with severe, disabling seizures despite having exhausted conventional
treatment options.

Results presented at scientific conferences in 2024 and 2025 showed remarkable
efficacy. But the statistics don't capture the human impact. One patient who had
lived with uncontrollable seizures for nine years became functionally seizure-free.
They were able to stop immunosuppressive medications entirely without seizures
returning. For the first time in a decade, they could drive, swim, hold a job, and
sleep without fear.

Supported by over $200 million in funding, Neurona launched its Phase 3 "EPIC"
trial in late 2025. This pivotal trial will enroll approximately 200 patients across
multiple sites.
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In June 2024, the FDA granted NRTX-1001 Regenerative Medicine Advanced
Therapy (RMAT) designation, recognizing its potential to address serious or
life-threatening conditions. The designation provides enhanced FDA interaction
and support—a signal that regulators view the therapy as genuinely
transformative.

The Paradigm Shift

These therapies represent a fundamental reconceptualization of medicine.

For most of human history, medicine has been about managing disease.
Medications alleviate symptoms. Insulin replaces the hormone diabetics can't
produce. Anti-epileptic drugs dampen excessive neural activity. These treatments
improve lives—sometimes dramatically—but they don't cure. They compensate
for biological dysfunction without fixing the underlying problem.

Stem cell therapy is different. It's restorative rather than compensatory.

When Brian Shelton received his infusion of beta cells, he wasn't receiving a
better version of insulin—he was receiving new insulin-producing organs. Those
cells integrated into his body, sensed glucose levels, and secreted insulin
autonomously. For six months, Shelton's pancreas functioned normally for the
first time since childhood.

When Neurona's patients receive interneurons, they aren't receiving more
powerful seizure medications—they're receiving replacement brake cells that
integrate into neural circuits and restore electrical balance.

This is biological engineering at its most literal. We are designing living tissues in
laboratories, manufacturing them at pharmaceutical scale, and installing them in
human bodies to restore lost function.

The technology remains young. Current manufacturing costs are high—hundreds
of thousands of dollars per patient. Scale is limited compared to conventional
pharmaceuticals. Long-term safety data is still being collected. Most recipients
require immunosuppression, adding complexity and risk.

But the proof of concept is unambiguous. The science works. People with
incurable diseases are being cured. The hardware of the human body, once
thought irreparable, can be replaced.

The Future of Regenerative Medicine

If we can manufacture beta cells for diabetes and interneurons for epilepsy, what
else becomes possible?
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Researchers are already developing stem cell therapies for:

e Parkinson's disease: Dopamine-producing neurons to replace those lost
to neurodegeneration
Macular degeneration: Retinal pigment epithelial cells to restore vision
Heart failure: Cardiac muscle cells to regenerate heart tissue after heart
attack
Spinal cord injury: Neural progenitors to bridge severed circuits
Blood cancers: Blood-forming stem cells genetically corrected and
reinfused

Each application faces unique technical challenges. Different cell types require
different differentiation protocols. Different organs have different immunological
environments. Some tissues regenerate more readily than others.

But the fundamental principles are established. We understand how to guide
stem cell differentiation. We can manufacture cells at scale with
pharmaceutical-grade quality control. We can transplant these cells and have
them integrate into host tissues and perform biological functions.

We stand at the threshold of regenerative medicine—a future where the failure of
cells, tissues, and organs need not be permanent. Where biological damage can
be reversed through engineered replacements. Where the limits of natural
healing are transcended by designed biology.

From James Thomson's 1998 breakthrough isolating human embryonic stem
cells, through the political battles that nearly strangled the field, through
Yamanaka's 2006 iPSC revolution, through Doug Melton's 15-year quest to
create beta cells—each step built toward this moment.

Brian Shelton's story is not just about one man's cure. It's about what becomes
possible when basic scientists pursue curiosity-driven research for decades,
when parents channel love for their children into scientific breakthroughs, when
engineers figure out how to manufacture living tissue at industrial scale.
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Chapter 4: The Interface

Brain-Computer Interfaces and Neural Gene
Therapy

Noor Shaker

The Sound of Silence Breaking

For seven years, Casey Harrell had been trapped. Amyotrophic Lateral Sclerosis
(ALS) had systematically severed the connections between his motor cortex and
his muscles. At 45 years old, he could not move his arms or legs. He could not
breathe on his own. Most devastatingly, he could not speak.

The cruelty of ALS is not just the progressive paralysis—it is the preservation of
the mind while the body fails. Harrell remained cognitively intact, an activist with
thoughts, emotions, and things he desperately wanted to say. But the bridge
between intention and action had collapsed. When people spoke to him, he could
only respond through the agonizingly slow process of eye-tracking technology,
spelling out words letter by letter while his family waited.

In July 2023, neurosurgeon David Brandman implanted four microelectrode
arrays into Harrell's brain at the University of California, Davis Medical Center.
Each array was smaller than a baby aspirin—four millimeters on a side—and
contained 64 hair-thin electrodes. Brandman positioned them with submillimeter
precision on the surface of Harrell's left precentral gyrus, the region of the motor
cortex responsible for coordinating speech.

The surgery took several hours. Once the arrays were in place, 256 electrodes
listened to the electrical symphony of neurons that had been silently playing for
seven years—neurons that still fired when Harrell tried to speak, even though his
larynx and tongue no longer responded.

For weeks after surgery, Harrell trained the system. Researchers from UC Davis
and Brown University's BrainGate consortium showed him phonemes on a
screen—the building blocks of speech—and asked him to attempt to say them.
Nothing moved in his throat. No sound emerged. But the electrodes recorded the
distinct electrical signatures of his attempts.

The breakthrough came in 2024 when the team integrated a Large Language
Model into the decoding pipeline. Previous speech BCls had tried to decipher
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every neural signal as a specific letter or phoneme, a method prone to errors.
The new approach was different. The system analyzed patterns of neural activity
and used probabilistic language models—similar to smartphone autocorrect but
more sophisticated—to predict what Harrell was trying to say. It was neural
autocorrect, interpreting the intent behind imperfect signals. After 84 data
collection sessions spanning 32 weeks, the system was ready.

A researcher asked Harrell how he felt about the technology. A synthesized
voice—trained on recordings of Harrell's pre-ALS voice from old home
videos—emerged from the speaker with just 500 milliseconds of latency. The
words appeared simultaneously on screen: "Not being able to communicate is so
frustrating and demoralizing. It is like you are trapped. Something like this
technology will help people back into life and society."

Harrell cried. His family cried. He had spoken.

Over the following months, Harrell used the system for more than 248 hours in
real conversations—talking with family, communicating with caregivers,
participating in video calls. The system achieved 97.5 percent accuracy. When
the researchers expanded the vocabulary to 125,000 words—essentially
unlimited English—the system maintained 90.2 percent accuracy.

The gap between brain and world had been bridged.

The Utah Array and the Birth of BrainGate

The story of how Casey Harrell regained his voice begins four decades earlier, in
a laboratory at the University of Utah.

In the early 1980s, Richard Normann, a bioengineering professor at Utah,
confronted a fundamental challenge: How do you listen to many neurons
simultaneously? Existing electrodes could record from one or maybe a handful of
neurons at a time. To understand how the brain encodes movement, speech, or
sensation, you needed to record from dozens or hundreds of neurons firing in
coordination.

Normann envisioned a radical solution: an array of tiny electrodes arranged in a
grid, each one capable of detecting the electrical activity of nearby neurons. The
technical challenges were immense. The electrodes had to be thin enough not to
cause significant brain damage, rigid enough to penetrate brain tissue,
biologically inert enough to remain in place for years, and capable of transmitting
signals reliably.

After years of engineering, Normann's team created what would become known
as the Utah Array: a silicon square four millimeters on a side, studded with 100
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needle-like electrodes, each 1.5 millimeters long. The array looked like a
microscopic bed of nails. When carefully positioned on the surface of the cortex,
the electrodes penetrated the tissue and nestled alongside individual neurons,
detecting the tiny electrical spikes that constitute the brain's language.

The Utah Array was a landmark achievement in neural engineering, but it was
just hardware. The question remained: Could you decode the brain's intentions
from these electrical signals?

John Donoghue thought you could.

Born in Cambridge, Massachusetts, in 1949, Donoghue had spent his career
studying how the motor cortex controls movement. By the 1990s, working at
Brown University's Department of Neuroscience—which he had founded in
1991—Donoghue was recording from motor cortex neurons in monkeys while
they performed reaching tasks. He noticed something remarkable: individual
neurons didn't encode specific muscles or movements. Instead, populations of
neurons encoded the direction and velocity of intended movements.

This was the key insight. The brain doesn't control muscles directly—it encodes
intentions. If you could decode those intentions from populations of neurons, you
could bypass damaged spinal cords, severed nerves, or paralyzed muscles
entirely.

In 2001, Donoghue co-founded Cyberkinetics Neurotechnology Systems to
translate this insight into a medical device. The company merged with Bionics
Technologies, Richard Normann's company that manufactured the Utah Array,
and raised $5 million to fund clinical trials.

In 2004, after receiving FDA approval for an Investigational Device Exemption,
Cyberkinetics launched the first BrainGate clinical trial. The first participant was
Matthew Nagle, a 25-year-old former high school football star who had been
stabbed in the neck in 2001, leaving him paralyzed from the shoulders down.

On June 22, 2004, neurosurgeons at New England Sinai Hospital implanted a
Utah Array into Nagle's motor cortex. The procedure went smoothly. Within days,
researchers began training the system.

The training process was counterintuitive. Nagle couldn't move his hand—that
was the entire problem. But when he imagined moving his hand, his motor cortex
neurons still fired in the patterns they would have produced before his injury.
Researchers recorded these patterns while Nagle imagined moving his hand in
different directions. Then they built mathematical filters—algorithms that
translated neural firing patterns into cursor movements on a screen.
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Four days after surgery, Nagle controlled a computer cursor with his thoughts.
Within months, he could open email, play simple computer games, change
television channels, and even control a robotic arm to grasp objects. The signals
weren't perfect—the accuracy fluctuated, and the system required daily
recalibration—but the proof of concept was undeniable. The mind could control
machines.

The results were published in Nature in 2006 in a paper authored by Leigh
Hochberg, Donoghue, and colleagues. The paper, titled "Neuronal ensemble
control of prosthetic devices by a human with tetraplegia," was immediately
recognized as a landmark. For the first time in human history, a person with
complete paralysis had controlled external devices through direct brain signals.

But the technology was in its infancy. The system required wires that connected
through Nagle's skull to external computers. Signal quality degraded over time as
scar tissue formed around the electrodes. The decoding algorithms were
rudimentary, requiring extensive daily calibration. And Cyberkinetics, the
company funding the research, was running out of money.

By 2008, Cyberkinetics had ceased operations and sold its assets. The patents
went to a new company called BrainGate Co. The manufacturing of the Utah
Array went to Blackrock Microsystems. And the clinical research—the actual
work of helping paralyzed patients—needed a new home.

The Academic Resurrection

In October 2008, John Donoghue resigned from Cyberkinetics' board of directors
and made a critical decision: the research would continue as an
academically-based effort, funded by the National Institutes of Health, the
Department of Veterans Affairs, and philanthropic sources.

Leigh Hochberg became the driving force behind this resurrection. A neurologist
at Massachusetts General Hospital and Brown University, Hochberg had been
involved in BrainGate from its earliest days. As an undergraduate at Brown in the
early 1990s, he had taken Donoghue's neurobiology course and spent time in his
laboratory, listening to the sound of neurons firing through speakers connected to
recording equipment. Hochberg understood what BrainGate meant for patients
because he saw them every day as a critical care neurologist. He walked into
hospital rooms and encountered people who had been walking and talking the
previous week but were now paralyzed and unable to communicate—victims of
strokes, spinal cord injuries, or rapidly progressing ALS. The need wasn't
theoretical. It was immediate and desperate.

In May 2009, the FDA granted a new Investigational Device Exemption for
BrainGate2, an expanded clinical trial under Hochberg's direction. The trial would
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be a multi-institutional consortium: Massachusetts General Hospital would lead
clinically, Brown University would handle much of the neural engineering and
signal processing, Stanford University would join as a second implantation site,
and additional institutions—Case Western Reserve University, the University of
California Davis, Emory University—would eventually participate.

The BrainGate2 trial had ambitious goals: improve the technology's reliability,
develop wireless systems to eliminate transcutaneous connectors, expand the
range of controllable devices, and most importantly, demonstrate that BCls could
restore not just cursor control but functional communication.

Progress came incrementally. In 2012, the BrainGate team published results
showing that two paralyzed patients could control robotic arms to grasp objects
and even drink coffee from a bottle—the first time in years they had been able to
feed themselves. In 2015, they demonstrated that BrainGate participants could
type on a computer at 8 words per minute by controlling an on-screen keyboard.
In 2017, they showed that a participant could control an iPad, navigating apps
and composing text through thought alone.

But these achievements were still fundamentally about movement
control—translating neural signals that encoded reaching, grasping, or pointing
into commands for external devices. Speech was different. More complex. More
personal.

Decoding Speech: The Phonetic Breakthrough

The human motor cortex doesn't contain a map of words. It contains a map of
movements—the intricate choreography of tongue, lips, jaw, larynx, and
respiratory muscles that produce speech sounds. When we speak, our brains
don't select words directly; they plan and execute motor sequences that result in
phonemes—the basic sound units like "buh," "aah," and "tee" that combine to
form words.

For decades, researchers had tried to decode speech directly from brain signals.
Early attempts focused on imaging the brain while people spoke or attempted to
speak, trying to identify patterns associated with specific words. But the results
were disappointing. The neural patterns were too variable, too noisy, and too
dependent on context.

The breakthrough came from a different approach: decode the intended
movements, not the words.

David Brandman and Sergey Stavisky, both of whom trained at Brown and then
joined UC Davis, pioneered this motor-based speech decoding. Their insight was
that when someone tries to speak—even if they can't physically produce
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sound—their motor cortex still generates the neural patterns associated with
articulating phonemes. If you could decode these attempted motor patterns, you
could reconstruct the intended speech.

The challenge was the sheer complexity. Speaking involves dozens of muscles
producing sounds that transition seamlessly from one phoneme to the nextin
milliseconds. The neural patterns are continuous, overlapping, and
context-dependent. Early attempts to decode individual phonemes one at a time
produced error rates too high for functional communication.

The solution came from artificial intelligence. By the early 2020s, BrainGate and
related BCI research groups had begun incorporating advanced language
models into their decoding pipelines. These models use probabilistic knowledge
of English word and sentence structure to improve decoding, effectively
predicting the most likely words and phrases a person is trying to produce from
noisy neural activity.

Think of it like autocorrect on steroids. When you type "teh cat sat on teh mat"
into your phone, autocorrect doesn't just fix individual letters—it uses knowledge
of English word frequencies, grammar, and context to recognize that you meant
"the cat sat on the mat."

This was the system that Casey Harrell received. The decoder analyzed his
neural patterns, identified the most probable phonemes he was attempting to
produce, and used language models to assemble those phonemes into coherent
English sentences. The combination of motor decoding and linguistic prediction
achieved accuracy that neither approach could achieve alone.

Nicholas Card, the lead author on the 2024 paper published in the New England
Journal of Medicine', emphasized the importance of this accuracy. Previous
speech BCls had frequent word errors, making communication frustrating and
unreliable. The new system's 97.5 percent accuracy meant Harrell could be
understood consistently—not just in controlled experiments, but also in natural
conversations.

The Minimally Invasive Revolution: Synchron and the Stentrode

While BrainGate was achieving remarkable results, another company was
pursuing a radically different approach to brain recording: What if you didn't need
to cut open the skull at all?

Tom Oxley, an interventional neurologist and neuroengineering researcher at the
University of Melbourne, had spent years treating stroke patients using
catheter-based procedures. Interventional neuroradiologists routinely navigate
catheters through blood vessels into the brain to treat aneurysms, remove clots,
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and deliver targeted therapies. The procedures are minimally invasive—no
craniotomy required.

Oxley wondered: Could you deliver a recording device the same way?

The concept seemed counterintuitive. Blood vessels aren't designed to carry
electronics. But Oxley recognized that the largest veins on the surface of the
brain—particularly the superior sagittal sinus, which runs like a river along the top
of the brain collecting blood from both hemispheres—sit directly adjacent to the
motor cortex. If you could position electrodes inside these veins, they would be
close enough to detect neural activity.

In 2012, Oxley co-founded Synchron to develop what would become known as
the Stentrode: a self-expanding mesh electrode array small enough to fit through
a catheter. The device resembled a tiny stent—the same kind of expandable
mesh that cardiologists use to open blocked coronary arteries—but studded with
electrodes.

The implantation procedure was elegant in its simplicity. A surgeon makes a
small incision in the neck and inserts a catheter into the jugular vein. Under
fluoroscopic guidance—essentially real-time X-ray imaging—the catheter is
navigated up through the jugular, through the transverse sinus at the base of the
skull, and into the superior sagittal sinus directly adjacent to the motor cortex.
Once in position, the Stentrode is deployed. The mesh expands, pressing against
the vessel wall, and the electrodes make contact with the surrounding neural
tissue through the vessel itself.

No opening of the skull. No direct contact with brain tissue. The patient goes
home the same day.

The technical challenges were substantial. Recording neural signals through a
blood vessel wall was unprecedented. The signals would be weaker than those
recorded by electrodes in direct contact with brain tissue. The device had to be
biocompatible enough to sit in a blood vessel indefinitely without causing clotting,
inflammation, or vessel damage. And it had to transmit signals wirelessly—there
was no way to run wires out through the jugular vein.

Between 2019 and 2023, Synchron conducted clinical trials in Australia and the
United States. The Australian SWITCH trial enrolled four patients with severe
paralysis—two with ALS and two with spinal cord injuries. All four successfully
received Stentrode implants and, after months of training, could control
computers through thought. One participant, Philip O'Keefe, a man with ALS,
posted to Twitter in December 2021: "Hello, world! Short tweet. Monumental
progress." He had composed and sent the tweet using only his brain signals.
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The results showed that endovascular recording was viable. Signal quality wasn't
as high as with penetrating cortical arrays like the Utah Array, but it was sufficient
for cursor control, typing, and device operation. And critically, the safety profile
was excellent. Over 12 months of follow-up, there were no serious adverse
events related to the device—no strokes, no bleeding, no infections, no vessel
blockages.

In September 2024, Synchron announced results from its COMMAND ftrial, the
first FDA-approved investigation of a permanently implanted BCI in the United
States. Six patients with severe paralysis received Stentrode implants. All six
successfully met the primary safety endpoint: no device-related serious adverse
events resulting in death or permanent increased disability during the 12-month
evaluation period. The devices were accurately deployed in 100 percent of
cases, with a median deployment time of just 20 minutes. And all participants
successfully generated Digital Motor Outputs—thought-derived commands
converted into digital actions—allowing them to control computers, tablets, and
smart home devices.

Tom Oxley emphasized the scalability advantage. The Stentrode could be
implanted by any interventional neurologist or neurosurgeon trained in
endovascular procedures—a widely available skill set in modern hospitals.
Synchron wasn't trying to create a handful of research prototypes; they were
building a manufacturing pipeline capable of producing thousands of devices. By
early 2025, Synchron had established commercial-scale manufacturing facilities
in the Minneapolis area and was preparing for pivotal trials that could lead to FDA
approval.

The Digital Bridge: Reconnecting Brain to Spinal Cord

While companies like BrainGate and Synchron focused on controlling external
devices, another group of researchers pursued an even more ambitious goal:
What if BCls could restore control of the body itself?

Grégoire Courtine, a neuroscientist at the Swiss Federal Institute of Technology
(EPFL), had spent years studying spinal cord stimulation. His team had shown
that carefully patterned electrical stimulation of the lumbar spinal cord—the
region that controls leg movement—could help paralyzed patients walk again.
The stimulation essentially substituted for the descending commands from the
brain that had been interrupted by injury.

But there was a limitation: the patients couldn't control when or how they moved.
The stimulation patterns were pre-programmed. A patient might be able to walk
forward when the stimulation was turned on, but they couldn't decide to stop,
turn, or climb stairs. They were passengers in their own bodies. Courtine
envisioned combining spinal stimulation with a BCI. What if you could record
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movement intentions from the brain, decode those intentions in real-time, and
use them to control the spinal stimulation adaptively? You would create a digital
bridge across the injury—the brain's commands would be wirelessly transmitted
from electrodes above the lesion to a stimulator below, bypassing the damaged
spinal cord entirely.

The technical challenges were formidable. The system needed to record from the
brain, decode intentions in real-time with minimal latency, and translate those
intentions into appropriate stimulation patterns for dozens of spinal segments
controlling different leg muscles. It needed to work wirelessly so patients could
use it at home. And it needed to be reliable enough for people to trust it with their
balance and safety.

In 2023, Courtine's team, collaborating with neurosurgeon Jocelyne Bloch at
Lausanne University Hospital and engineers at CEA-Clinatec in France,
published results in Nature that stunned the field'.

The patient was Gert-Jan, a 40-year-old Dutch man who had been paralyzed
from the waist down after a bicycle accident. In 2021, Bloch implanted two
devices: WIMAGINE cortical electrode arrays over Gert-Jan's motor cortex (the
region controlling leg movement) and an epidural electrode array over his lumbar
spinal cord.

The WIMAGINE arrays—developed by CEA-Clinatec specifically for
brain-computer interfaces—were different from the Utah Array. Instead of
penetrating the brain tissue, they sat on the surface of the cortex (subdural
space) and recorded from thousands of neurons simultaneously using 64
electrodes arranged in a grid. The arrays wirelessly transmitted neural signals to
an external decoder worn on Gert-Jan's belt.

The decoder used machine learning algorithms to identify patterns associated
with Gert-Jan's intention to move his left leg, right leg, or to stand. These
intentions were then translated in real-time into specific stimulation patterns
delivered to his lumbar spinal cord—patterns that activated the precise leg
muscles needed to execute the intended movement.

The results were extraordinary. Within weeks, Gert-Jan could stand, walk, and
climb stairs by thinking about the movements. The system's latency was low
enough that he could make real-time adjustments—stopping when he wanted to
stop, turning when he wanted to turn, navigating obstacles. For the first time
since his accident, he had volitional control over his legs.

But the most remarkable finding emerged after months of using the system.
Gert-Jan began recovering some voluntary movement even when the BCl was
turned off. The digital bridge hadn't just bypassed the injury—it had facilitated
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neurological recovery. Spared neural connections that had been functionally
silent were being reactivated and strengthened through the training process. By
September 2024, a third patient had received the system, and ONWARD
Medical—the company commercializing the technology—had received FDA
Breakthrough Device Designation and acceptance into the FDA's Total Product
Lifecycle Advisory Program. The company was preparing for larger trials with the
goal of making the technology available to the estimated 5.4 million people in the
United States living with paralysis.

Gene Therapy for Epilepsy: Rewriting the Neural Code

While BCls were building silicon bridges over damaged pathways, another
revolution was unfolding in neural engineering: What if you could repair the
pathways themselves at the genetic level?

The human brain operates on a delicate balance between excitation and
inhibition. Excitatory neurons activate other neurons, propagating electrical
signals. Inhibitory neurons release neurotransmitters like GABA that quiet neural
activity and prevent runaway excitation. When this balance fails, the result can be
catastrophic.

Epilepsy—particularly focal epilepsy—is often a disease of failed inhibition. A
small cluster of neurons becomes hyperexcitable, firing uncontrollably and
triggering electrical storms that spread across the brain. For roughly 30 percent
of epilepsy patients, medications that broadly dampen brain activity don't
adequately control seizures. Traditional surgery involves physically removing the
epileptogenic tissue, but this comes at a cost: removing brain tissue means
losing some function.

Dimitri Kullmann, a neurologist and neuroscientist at University College London's
Queen Square Institute of Neurology, envisioned a different approach: What if
you could selectively quiet the overactive neurons without touching healthy
tissue?

The strategy hinged on understanding the molecular basis of neuronal
excitability. Neurons control their firing through ion channels—proteins that span
the cell membrane and regulate the flow of sodium, potassium, calcium, and
other ions. Potassium channels, particularly the Kv1.1 channel, act as the
neuron's brake pedal. When a neuron fires, potassium channels open and allow
potassium to flow out, resetting the cell's electrical charge and preventing it from
firing again immediately.

In focal cortical dysplasia—a developmental malformation that causes
epilepsy—neurons often have too few or improperly localized Kv1.1 channels.
Without adequate brakes, these neurons fire excessively, creating seizure foci.
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Kullmann's lab developed a gene therapy strategy to restore the brakes. They
used adeno-associated virus (AAV)—a harmless virus widely used in gene
therapy—to deliver a functional copy of the gene encoding Kv1.1 potassium
channels directly into the seizure focus.

The elegance of the approach was in its specificity. The therapy didn't globally
suppress brain activity like anti-epileptic drugs. It targeted a single neural
population in a single brain region, increasing expression of a protein that
neurons naturally use to regulate their own excitability.

Early work by Kullmann's group, published in journals including Nature
Neuroscience and Science', demonstrated the concept in animal models. Viral
vectors carrying Kv1.1 were injected into epileptic tissue in rats and mice. Weeks
later, the transduced neurons expressed higher levels of Kv1.1 channels. Seizure
frequency dropped by 70 to 80 percent without cognitive side effects.

In December 2023, Kullmann's team published results in Brain' showing that
AAV-mediated delivery of LGI1 could reduce seizures in animal models of focal
cortical dysplasia. The innovation was the paracrine effect: the virus only infected
a subset of neurons, but those neurons secreted LGI1, which then diffused to
neighboring uninfected neurons, stabilizing the entire local circuit.

By early 2025, Kullmann was preparing for first-in-human clinical trials. The
company EpilepsyGTx, which Kullmann co-founded, is working through
regulatory pathways with the goal of testing the therapy in patients with
drug-resistant focal epilepsy.

The promise was transformative: a one-time injection that could permanently
reduce or eliminate seizures by correcting the underlying circuit dysfunction. No
daily medications. No cognitive side effects from global brain suppression. No
tissue removal. Just precision genetic engineering of a specific neural population.

The Paradigm Shift: From Assistive to Restorative

For most of human history, treatment for neurological damage has been
fundamentally compensatory. If your spinal cord is severed, we give you a
wheelchair. If you can't speak, we give you eye-tracking technology or
communication boards. If you have epilepsy, we give you medications to dampen
your entire brain's activity. These interventions improve lives, but they don't
restore function—they help people work around lost capabilities.

BCls and neural gene therapies represent a different paradigm. They are
restorative rather than compensatory. This is neural engineering in the most
literal sense. We are designing interventions that restore biological function by
repairing, bypassing, or augmenting the nervous system itself.
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The Challenges That Remain

Despite these breakthroughs, significant challenges remain before BCls and
neural gene therapies become widely available treatments.

For BCls, long-term reliability is a critical concern. The BrainGate consortium's
safety analysis, published in 20232, showed that the technology had a low rate of
serious adverse events over the first year after implantation. But electrodes can
degrade over time. Scar tissue forms around implants and can insulate
electrodes from neurons, reducing signal quality. Studies of Utah Arrays have
shown that signal strength from 60 percent or more of electrodes can decline
significantly within a year or two of implantation.

Wireless systems, while more convenient than wired connections, face power
limitations. Current devices require external battery packs and charging systems.
A fully autonomous, long-term implantable BCI would need to solve power
management, signal processing, and wireless transmission in a package small
enough to implant subcutaneously.

Decoder generalization remains challenging. Today's BCls require extensive
individual calibration. Each user's neural patterns are unique, and the same
user's patterns can vary from day to day depending on factors like fatigue, mood,
or neural plasticity. Creating universal decoders that work across individuals and
remain stable over time requires much larger datasets and more sophisticated
machine learning.

For gene therapies, the challenges are different. AAV vectors are generally safe,
but immune responses can limit efficacy or cause inflammation. Some patients
have pre-existing antibodies to AAV from natural exposure, making them poor
candidates for AAV-based therapies. Alternative delivery methods—using
different viral vectors, non-viral delivery systems, or direct injection of
mRNA—are being explored but remain experimental.

Cost remains a significant barrier for both technologies. Current BCI devices cost
hundreds of thousands of dollars. Gene therapies can cost even more. These
costs will need to decrease dramatically—through manufacturing improvements,
economies of scale, and reimbursement reforms—before the technologies can
reach the millions of people who could benéefit.

The Expanding Frontier

If we can decode speech from motor cortex and restore walking after paralysis,
what else becomes possible?
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Researchers are already exploring BCls for restoring sensation. Tactile BCls that
stimulate somatosensory cortex can create artificial touch sensations in
prosthetic limbs, allowing users to feel what their prosthetic hand is touching.
Visual prostheses that stimulate visual cortex could restore basic vision to people
blind from retinal diseases.

BCls for memory enhancement or cognitive augmentation remain largely
speculative, but early work is underway. Researchers have shown that
stimulating hippocampus during memory encoding can improve recall. Could
BCls be used to treat Alzheimer's disease or traumatic brain injury by
augmenting failing memory circuits?

Gene therapies targeting other neurological diseases are in development. For
Parkinson's disease, researchers are developing therapies that enhance
dopamine production in remaining neurons or protect neurons from degeneration.
For Huntington's disease, gene silencing approaches aim to reduce production of
the mutant huntingtin protein that kills neurons.

The convergence of BCls and gene therapy opens even more radical
possibilities. What if you could use a BCI to identify dysfunctional neural circuits
in real-time and use closed-loop gene therapy to correct them? Imagine a system
that detects when a seizure is about to begin and activates expression of
inhibitory genes in the epileptic focus, preventing the seizure before it spreads.
Or a system that detects early signs of neurodegeneration and activates
neuroprotective genes to halt the damage.

The Interface Is Open

For millennia, the human brain was a black box. We could observe its
outputs—behavior, speech, movement—and we could crudely manipulate its
inputs with drugs that affected the entire brain. But we couldn't read its language,
couldn't understand its electrical code, and couldn't precisely modify its circuits.

That era has ended.

We can now record from individual neurons and decode their firing patterns to
understand intentions. We can use those decoded intentions to control external
devices or to stimulate the nervous system itself, creating closed-loop systems
that restore lost function. We can deliver genetic instructions to specific neural
populations to permanently alter their electrical properties, treating diseases at
their molecular root cause.

We have moved from observation to intervention, from managing disease to
curing it, from accepting neurological damage as permanent to treating the
nervous system as an engineerable substrate.
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Chapter 5: Evolution, Accelerated
Generative Antibiotics

Noor Shaker

The Silent Pandemic

On a December afternoon in 2019, a middle-aged woman arrived at a hospital in
the northeastern United States with what seemed like a routine infection. The
doctors prescribed standard antibiotics. The infection persisted. They tried a
second-line drug. Then a third. By the time the pathogen was
identified—Acinetobacter baumannii, resistant to every available antibiotic—the
woman's options had run out. She died 40 days after admission, killed not by an
exotic tropical disease or a novel virus, but by bacteria that had simply evolved
faster than medicine could keep pace.

Her death was not exceptional. It was a data point in a crisis that kills three
people every minute.

Antimicrobial resistance—the phenomenon where bacteria, viruses, fungi, and
parasites evolve to resist the drugs designed to kill them—is directly responsible
for 1.27 million deaths annually. It contributes to nearly five million more. That's
more than HIV, tuberculosis, and malaria combined. Between now and 2050, an
estimated 39 million people will die directly from drug-resistant
infections—equivalent to wiping out the population of California.

The World Health Organization calls it one of the top ten global health threats.
Epidemiologists call it a "silent pandemic." Unlike COVID-19, which dominated
headlines and mobilized governments, antimicrobial resistance (AMR) kills
quietly, invisibly, in hospital rooms and nursing homes, claiming victims who often
die attributed to other causes—sepsis, pneumonia, surgical complications—while
the true culprit goes unrecorded.

And it's accelerating. Between 2018 and 2023, resistance rose in more than 40%
of bacteria-drug combinations tracked globally. The economic burden is
staggering. Treating resistant infections costs the U.S. healthcare system $4.6
billion annually. By 2030, the global GDP losses could reach $3 trillion per year.
By 2050, the cumulative economic damage could rival the world's most severe
recessions.
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The machinery of modern medicine depends on antibiotics. Cancer
chemotherapy, organ transplantation, cesarean sections, hip replacements—all
these procedures carry infection risk. Without effective antibiotics to prevent and
treat bacterial complications, we face the prospect of 21st-century medicine with
19th-century outcomes.

Here's what makes the crisis existential: we're not developing new antibiotics fast
enough to replace the ones we're losing.

The Discovery Drought

From the 1940s through the 1960s, medicine experienced a golden age of
antibiotic discovery. Penicillin, discovered accidentally by Alexander Fleming in
1928, entered mass production during World War Il. Streptomycin arrived in
1943. Chloramphenicol in 1947. Tetracycline in 1948. A parade of life-saving
compounds flooded from pharmaceutical laboratories and soil samples, each
providing new weapons against bacterial infection.

The methods were straightforward, if laborious. Scientists would collect soil
samples from around the world, culture the microbes living in those samples, and
test their secretions against panels of pathogenic bacteria. The organisms that
had spent millions of years competing in the soil had evolved chemical warfare
agents—antibiotics—that could be purified and deployed as drugs.

This approach, called natural product screening, was wildly successful for
decades. By the 1980s, however, the low-hanging fruit had been picked. The
easy discoveries had been made. Pharmaceutical companies began abandoning
antibiotic development. The economics were brutal. Developing a new drug costs
roughly the same whether it's an antibiotic or a cholesterol
medication—somewhere between $1 billion and $2 billion from initial discovery
through FDA approval. But antibiotics are prescribed for days or weeks, while
cholesterol drugs are taken for life. Antibiotics face deliberate stewardship
programs that restrict their use to preserve effectiveness. Price controls limit what
companies can charge.

The financial incentives pointed away from antibiotics and toward chronic disease
medications with larger, more profitable markets.

Between 1962 and 2000, only two new classes of antibiotics reached the market.
Between 2000 and 2020, just one. By the 2010s, major pharmaceutical
companies—GlaxoSmithKline, Novartis, Sanofi—had shuttered their antibiotic
research divisions entirely. The pipeline was drying up precisely when resistance
was accelerating.
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Traditional drug discovery faced fundamental limitations. Screening chemical
libraries for antibiotic activity was slow and expensive. Testing a single compound
against a bacterial strain required laboratory synthesis, cell culture experiments,
toxicity studies—work measured in months. Pharmaceutical companies had
screened libraries of millions of compounds over decades and found diminishing
returns.

The chemical space of possible drug-like molecules is estimated at 10%°
compounds—a number so vast it dwarfs the atoms in the observable universe.
The molecules with antibiotic potential remained hidden in an impossibly large
haystack. What the field needed was a way to search that space faster, more
efficiently, and with less bias toward familiar chemical structures. What it needed
was artificial intelligence.

The Algorithm Awakens

On February 20, 2020, the journal Cell published a paper titled "A Deep Learning
Approach to Antibiotic Discovery."' The lead authors were James Collins, a
bioengineering professor at MIT, and Regina Barzilay, a computer scientist
whose work in machine learning had earned her a MacArthur "genius" grant.

Collins and Barzilay had trained a deep neural network—an Al model inspired by
the architecture of the human brain—on a dataset of approximately 2,500
molecules with known antibacterial properties. The model learned to recognize
patterns: which molecular structures correlated with the ability to kill bacteria, and
which didn't.

Then they set it loose on the Drug Repurposing Hub, a library of about 6,000
compounds that had been investigated for other medical purposes but were now
shelved or repurposed.

The algorithm worked through the library for hours. One molecule stood out. The
Al predicted it would have powerful antibacterial activity through a mechanism
different from existing antibiotics. The compound was structurally unlike any
known antibiotic—meaning bacteria resistant to conventional drugs might still be
vulnerable to it.

The molecule, called SU-3327, had been developed years earlier as a potential
diabetes treatment. Testing had shown it didn't work for diabetes, and it had been
abandoned. The drug companies had moved on. The team synthesized the
compound and tested it against panels of bacteria. The results exceeded
expectations. SU-3327—rechristened halicin, after HAL 9000 from 20071: A
Space Odyssey—xkilled a broad spectrum of pathogens, including strains
resistant to multiple drugs.
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In animal models, tt worked against Mycobacterium tuberculosis, the bacterium
that causes TB. It killed Clostridioides difficile, a hospital superbug that causes
deadly diarrhea. Most impressively, it destroyed carbapenem-resistant
Enterobacteriaceae and pan-resistant Acinetobacter baumannii—bacteria the
CDC classifies as "urgent threats" because they resist virtually all antibiotics. The
mechanism of action was elegant and devious. Halicin didn't target a specific
bacterial protein, the approach most antibiotics take. Instead, it disrupted the
electrochemical gradient across bacterial cell membranes—the proton motive
force that bacteria use to generate energy, import nutrients, maintain pH balance,
and survive. It was like cutting the power to an entire city rather than sabotaging
individual factor. This mechanism had a crucial advantage: bacteria would find it
extraordinarily difficult to develop resistance. Targeting a single protein allows
bacteria to mutate that protein and escape. But the proton motive force is
fundamental cellular infrastructure, conserved across billions of years of
evolution. You can't easily evolve around that.

In laboratory tests, E. coli was unable to develop any resistance to halicin after
30 days of exposure. The same bacteria developed resistance to
ciprofloxacin—a conventional antibiotic—in 24 to 72 hours.

Halicin wasn't perfect. Its pharmacokinetics were challenging—it was poorly
absorbed and rapidly eliminated from the body, potentially limiting its use for
systemic infections. Toxicity studies in rats raised concerns about kidney damage
at high doses. Years of additional development work lay ahead before human
clinical trials.

But the proof of concept was undeniable. An Al model, trained on a modest
dataset, had identified a powerful antibiotic candidate in a molecule that human
medicinal chemists had overlooked and discarded. The algorithm had explored
chemical space humans couldn't efficiently search and found treasure in the
wreckage.

The team didn't stop with halicin. They applied their model to a database of over
107 million commercially available compounds—molecules that had never been
screened for antibiotic activity because it would have been prohibitively
expensive to test them all in traditional laboratories.

From 23 empirically tested predictions generated by the Al, eight turned out to be
structurally distinct antibacterial compounds. The success rate was remarkable.
The implications rippled through the field. Al could potentially revitalize antibiotic
discovery by making it faster, cheaper, and more innovative—finding molecules in
regions of chemical space that human bias had left unexplored.

Generating the Impossible
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While MIT's work refined existing molecules, researchers at Stanford and
McMaster University were asking a more ambitious question: Could Al generate
entirely new antibiotics from scratch?

In March 2024, they unveiled SyntheMol—a generative Al model capable of
designing novel antimicrobial compounds and providing step-by-step synthesis
recipes for chemists to manufacture them in the laboratory?.

Previous Al approaches had screened existing chemical libraries. SyntheMol
went further: it hallucinated molecules that had never existed, predicted their
antibacterial properties, and specified how to build them.

The target was Acinetobacter baumannii— a leading cause of
antibiotic-resistance deaths globally. It thrives in hospitals, infecting wounds,
causing pneumonia in ventilator patients, and entering bloodstreams through
catheters. It's one of the WHO's highest-priority pathogens for which new
antibiotics are urgently needed.

The Stanford team trained SyntheMol on known antibacterial compounds,
teaching it not just which molecules work but how they're synthesized—which
chemical reactions, which building blocks, which synthetic pathways. This
allowed the model to propose molecules that were not only theoretically active
but practically manufacturable.

SyntheMol generated structures and recipes for six novel compounds targeting
A. baumannii. When chemists synthesized these molecules following the Al's
instructions, all six showed antibacterial activity. They also killed other resistant
pathogens, including E. coli, Klebsiella pneumoniae, and MRSA. The six
compounds were vastly different from each other and from existing
antibiotics—exploring distinct regions of chemical space. The researchers don't
yet know precisely how these molecules kill bacteria at the molecular level, but
determining those mechanisms could yield general principles applicable to
designing additional antibiotics.

Two of the six compounds were tested for toxicity in mice and appeared safe.
The next step involves testing efficacy in mouse models of A. baumannii infection
to determine whether these Al-designed molecules can cure infections in living
organisms.

The Biological Foundation Models

While these discoveries demonstrated Al's power in drug design, an even more
fundamental transformation was underway in how Al understands biology itself.
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In November 2024, a team from Arc Institute, Stanford, and NVIDIA published
Evo—a genomic foundation model trained on 2.7 million prokaryotic genomes
comprising trillions of nucleotides®.

Unlike protein-specific models, Evo learned the language of DNA, RNA, and
proteins simultaneously. It could predict function from sequence, generate novel
CRISPR systems, and design genetic elements at scales from individual
molecules to entire genomes.

Most remarkably for antibiotic development, Evo demonstrated zero-shot
prediction capability for protein function competitive with domain-specific
models—meaning it could predict whether a novel protein would have specific
properties without having seen examples during training.

In February 2025, the team released Evo 2, trained on 8.85 trillion nucleotides
from 15,032 eukaryotic genomes and 113,379 prokaryotic genomes. With 40
billion parameters and the ability to process sequences up to one megabase
long, Evo 2 represented the largest open-source Al model for biology to date.

For antibiotic discovery, foundation models like Evo offer transformative potential:
understanding how bacterial genomes encode resistance mechanisms,
predicting how bacteria might evolve in response to new drugs, and designing
antimicrobial peptides and proteins that exploit vulnerabilities in bacterial biology.

Complementing this, AlphaFold 3—released by Google DeepMind in May 2024
and open-sourced in November—brought unprecedented accuracy to predicting
how proteins, DNA, RNA, and small molecules interact. While AlphaFold 2 had
revolutionized protein structure prediction, AlphaFold 3 added the crucial ability to
model protein-drug interactions, showing precisely how potential antibiotics bind
to their bacterial targets.

These tools are converging into an integrated pipeline: generative models design
novel antimicrobial compounds, AlphaFold 3 predicts how they'll interact with
bacterial proteins, and Evo helps understand genomic context and potential
resistance mechanisms.

The Validation Challenge

Despite the breakthroughs, significant hurdles remain between Al-discovered
compounds and FDA-approved drugs.

Halicin, discovered in 2020, still hasn't reached clinical trials. The
pharmacokinetic challenges—poor absorption, rapid elimination—require
medicinal chemistry work to optimize the molecule. The MRSA compounds are
entering preclinical development, undergoing extensive safety studies in animal
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models before human testing can begin. Even with Al dramatically accelerating
the discovery phase, the validation phase—animal studies, toxicology,
pharmacokinetics, Phase I/1I/11l clinical trials—follows the same timeline as
conventional drugs.

Economic challenges persist. Even with Al reducing discovery costs, clinical
development remains expensive—hundreds of millions of dollars per compound.
The market dynamics that drove pharmaceutical companies away from
antibiotics haven't fundamentally changed. Sustainable long-term development
requires either dramatic shifts in market incentives or continued public funding.

The Mechanisms Revolution

Despite these challenges, the mechanistic insights emerging from Al antibiotic
discovery represent profound progress.

Traditional antibiotics target a limited set of mechanisms: inhibiting cell wall
synthesis (penicillin), blocking protein synthesis (tetracycline), or interfering with
DNA replication (fluoroquinolones). Bacteria have had decades to evolve
resistance to each pathway.

The Al-discovered compounds are revealing new vulnerabilities. Dissipating the
proton motive force, as halicin and the MRSA compounds do, represents a
fundamentally different approach. The membrane electrochemical gradient is
ancient, conserved, and difficult to modify through mutation without catastrophic
consequences for bacterial survival.

Other Al-identified compounds appear to have multimodal
effects—simultaneously disrupting multiple cellular processes rather than hitting
a single target. This distributed attack pattern makes resistance harder to evolve
because bacteria would need multiple compensatory mutations simultaneously.
Some generated compounds show activity through mechanisms researchers
can't yet fully characterize. Understanding these mechanisms could reveal
entirely new categories of druggable bacterial processes.

This mechanistic diversity is exactly what the field needs. Resistance evolves
fastest when antibiotics are biochemically similar—Dbacteria develop pumps that
expel multiple related drugs, or enzymes that inactivate entire chemical classes.
Structurally distinct antibiotics with novel mechanisms force bacteria to evolve
unique solutions for each drug, slowing the overall pace of resistance.

A Race Against Evolution

Antimicrobial resistance is, at its core, an evolutionary arms race. Bacteria
reproduce every 20 minutes. Each replication offers opportunities for mutation. In

55



The Great Rewrite: Biology, Intelligence, and Energy in the 2020s

any large bacterial population, random chance ensures some individuals carry
genetic variations that might confer resistance. When antibiotics kill susceptible
bacteria, resistant variants survive, reproduce, and eventually dominate.

This evolutionary dynamic is inexorable. We can slow it through antibiotic
stewardship—using drugs judiciously, preventing infections through vaccination
and sanitation, improving diagnostics to prescribe narrow-spectrum agents—but
we cannot stop it. Evolution is relentless.

The only sustainable solution is innovation faster than evolution. We must
discover and develop new antibiotics more rapidly than bacteria develop
resistance to existing ones. For 60 years, we've been losing that race. Al
potentially changes the equation. By screening 100 million compounds in days
rather than decades, by exploring chemical space humans never systematically
searched, by designing molecules with mechanisms bacteria haven't
encountered, Al accelerates the discovery process by orders of magnitude.
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